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Resumo

Lucas Nunes Fernandes Teles. Métodos combinatórios na
teoria dos espaços de Banach. Monografia (Bacharelado). In-
stituto de Matemática e Estat́ıstica, Universidade de São Paulo,
São Paulo, 2024.

Neste trabalho exploramos tópicos de análise funcional a fim de introduzir
a aplicação de métodos de combinatória infinita na teoria dos espaços de
Banach. Partimos de uma introdução às versões finita e infinita do teorema
de Ramsey e apresentamos o teorema de Galvin-Prikry como um resultado
de tipo Ramsey na teoria descritiva dos conjuntos, no processo estudando a
topologia de Ellentuck e a propriedade de Baire.

Nor fim, usamos do teorema de Ramsey e de conceitos da análise fun-
cional, como finita representavidade, autovalores aproximados e ultrapotências
para provar o teorema de Krivine para espaços de Banach reais como um res-
ultado de caráter combinatório na teoria dos espaços de Banach.

Palavras-chave: Espaços de Banach. Teoria de Ramsey. Teorema de
Krivine.
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Abstract

Lucas Nunes Fernandes Teles. Combinatorial methods in
Banach space theory. Undergraduate thesis (Bachelor). In-
stitute of Mathematics and Statistics, University of São Paulo,
São Paulo, 2024.

In this essay, we explore results in functional analysis in order to introduce the
application of methods from infinite combinatorics in Banach space theory.
We begin by presenting the finite and infinite versions of Ramsey’s theorem,
alongside Galvin-Prikry’s theorem, as an example of a Ramsey type result in
descriptive set theory. In the process, we study the Ellentuck topology and
the Baire property.

We proceed to use Ramsey’s theorem and concepts from functional ana-
lysis, such as finite representability, approximate eigenvalues and ultrapowers
to prove Krivine’s theorem for real Banach spaces as an example of a result
in Banach space theory of combinatorial nature.

Keywords: Banach spaces. Ramsey theory. Krivine’s theorem.
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Chapter 1

Introduction

While there were results of a similar nature before his time1, Ramsey theory
consolidated itself after the work of Frank P. Ramsey, and by the efforts of
mathematicians such as Paul Erdős. In its center is the idea that “given a
large enough structure, one may find an adequately large regular substruc-
ture”. To give precise meaning to this, the most appropriate is the language
of colorings: given a set A, a k-coloring is a function

f : [A]r → k

from [A]r, the set of all r-element subsets of A, into k = {0, 1, ..., k−1}. One
could then view a coloring as a way of labeling all the different assortments
of r elements of a given set A with colors, each represented by a number in
k. Ramsey’s theorems essentially assert that given n, if A is large enough,
for any k coloring of [A]r, A will contain a subset B of size n such that [B]r

is monochromatic, i.e., where all its elements are mapped to the same color
in k.

In spite of its simple statement, this is an important result, one that
has influenced much of modern mathematics. Although it is originally a
result from logic [21], it has since permeated a wide range of different areas,
functional analysis is no exception. Combinatorial methods have found their
way into the toolkit of Banach space theorists and proven to be a rich addition
to the theory. In this work, we substantiate this notion through the careful
study of Krivine’s theorem.

We begin in Chapter 2 with a presentation of the finite and infinite ver-
sions of Ramsey’s theorem. After that, we explore the question of how one

1See for instance Soifer’s “Ramsey theory yesterday, today and tomorrow” [23].
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2 CHAPTER 1. INTRODUCTION

could extend the infinite version of Ramsey’s theorem. Though hopes of
the statement above holding true for the first infinite cardinal r = ℵ0 are
ultimately futile, as shown by Erdős and Rado [8], we will find that under
certain constraints a Ramsey type result is possible for this setting. In doing
so, we journey briefly through descriptive set theory, exploring how Ellen-
tuck’s topology on [A]ℵ0 might relate to the combinatorial aspects of this
set. Ultimately we arrive at Galvin-Prikry’s theorem, which states that for
any coloring of [N]ℵ0 which partitions this set into Borel sets, there is some
infinite subset N ⊆ N such that [N ]ℵ0 is monochromatic.

With a notion of what Ramsey theory is, in Chapter 3 we move towards
a combinatorial result in Banach space theory from 1976 due to Krivine.
This is a theorem regarding the presence of ℓp (1 ≤ p < ∞) or c0 spaces
in general Banach spaces. The ℓp and c0 spaces are so pervasive in Banach
space theory that it was only in 1972, decades into the study of the subject,
that a Banach space that does not contain an isomorphic copy of either of
these spaces was presented [25]. Krivine’s theorem comes as a guarantee
that, although we cannot always find an infinite-dimensional copy of these
spaces in a general Banach space, we can always find finite, but arbitrarily
large, copies of them. The meaning of this is made clearer in Section 3.1, with
the concept of finite representability. As the length of the chapter suggests,
much work is needed to arrive at Krivine’s theorem. Our starting point is the
infinite version of Ramsey’s theorem, after that we explore many important
techniques of Banach space theory. For instance, in Section 3.2 we present
some results from spectral theory and develop the concept of ultrapowers of
Banach spaces.

To develop Chapter 3 we made use of a variety of resources, the main
two being the books of Milman and Schetchman [19] and Artstein-Avidan,
Giannopoulos and Milman [2], which present the strategy2 we follow to prove
Krivine’s theorem. The main difference between this work and books such
as these in the presentation of Krivine’s theorem, is the level of detail we
present. At the cost of brevity, we give careful explanations to each step
taken in our studies. We also try to highlight what we prove through lemmas
and propositions as often as possible, in an attempt to make these results
useful for other purposes but also to give a clear view of what we are tackling

2We should mention that in our study, much time was spent trying to work around
imprecisions in [19]. While both books use roughly the same strategy, we found [2] to be
easier to follow.
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at each point.
We expect the reader to be acquainted with the topics of a standard intro-

ductory course into functional analysis, with some notions of basic sequences3

in Banach spaces. A reasonable familiarity with point-set topology is also
expected (especially for Section 2.2). Lastly, we should mention that while
we borrow from set theoretic notation at times, we assume N = {1, 2, 3, ...}.

3As a reference in the subject we suggest Megginson’s book [18].
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Chapter 2

Infinite Ramsey theory

Frank P. Ramsey was a prominent mathematician, economist and philosopher
of the early twentieth century and though he died at a young age, he managed
to mark his place in history in each of these fields. For mathematicians, his
name is best known for the two theorems in combinatorics that were named
after him. These results, first introduced in the context of mathematical logic
[21] were brought to the forefront of mathematics by Erdős and Szekeres’
seminal paper “A combinatorial problem in geometry” [9].

The influence of these ideas is perhaps better illustrated by the extent to
which Ramsey-type theorems permeate modern mathematics1. In fact, the
main results we develop in this work are considered Ramsey-type theorems.
It is worth noting that while this kind of theorem was already present before
Ramsey’s time (c.f. [23]), his name came to unify this study.

As this is primarily a text on Banach space theory, we limit ourselves to
a brief exploration of infinite Ramsey theory. First we introduce Ramsey’s
theorems and then move to try and extend the infinite dimensional case,
arriving at the Galvin-Prikry’s theorem.

2.1 Ramsey’s theorems

Ramsey’s theorems have a very distinct flavor, perhaps the first experience
a mathematician has with a result of this kind is the pigeonhole principle.
Which in mathematical terms may be stated as follows:

1The interested reader could see the book of Graham and Rothschild [11].
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6 CHAPTER 2. INFINITE RAMSEY THEORY

Theorem 2.1.1 (Pigeonhole principle). If n < m are natural numbers and
f : {0, ...,m} → {0, ..., n} is a function, then there is some k ∈ {0, ..., n}
such that the pre-image f−1(k) has at least two elements.

While to many this result is self-evident, the implications of this kind of
thinking are far from that. An example of this is the quintessential example
of Ramsey theory: The party problem. Suppose you have a party with n
guests, and want to know if there are either three people that all know each
other, or three people where any two of them don’t know each other. One
way of representing this is thinking of a (complete) graph where each vertex
represents a person and the edge connecting them can be colored blue to
represent that they know each other and red otherwise. The problem poses
the question of how great n has to be so that one of these two possibilities
is guaranteed to happen? Is there necessarily such an n?

The answer to the first question happens to be n ≥ 6, for n ≤ 5, there
will be ways of coloring a graph to avoid there being a red or blue triangle
(notice this is the graph equivalent to the conditions we posed above). An
example of this follows.

However, for n ≥ 6, this is guaranteed to happen [11]. While in this
specific case we can present the precise value for n from which this works, we
can answer the second question (concerning the existence of n) more broadly
through Ramsey’s theorem. To state it, we need to introduce some notions
that we borrow from the graph example:

Given a set A and r ∈ N, we denote by [A]r the set of all r-element
subsets of A (when r = 2 we may think of [A]r as the set of edges of a
complete graph). To simplify our notation, we borrow from the set-theoretic
definition of the naturals and by [n]r we indicate [{0, 1, ..., n− 1}]r.

We call a function f : [A]r → {0, ..., k − 1}, or simply f : [A]r → k
following the previous notation, a k-coloring of [A]r. In the party problem,
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this was the function that assigned the value 0 for an edge of the graph
when two people didn’t know each other (representing the color blue) and
1 when they did (representing the color red). What we sought was then a
monochromatic subset of the graph. In general, given a specific k-coloring,
we say that a subset B ⊆ A is monochromatic if f |[B]r is constant2.

Theorem 2.1.2 (Ramsey 1930). For any natural numbers b, r, k ∈ N there
exists n ∈ N such that for any set A with |A| > n, and any k-coloring of
[A]r, there exists a monochromatic subset B of A such that |B| = b.

Often this theorem is stated directly in the context of graph-theory and
in terms of Ramsey’s number, R(l0, l1), which is the smallest positive integer
n for which any 2-coloring f of [n]2 has a monochromatic subset B0 of car-
dinality l0 and color 0 or a monochromatic subset B1 of cardinality l1 and
color 1 (f [[B1]

2] = {1}). In this case, the theorem asserts that for any given
l0 and l1, R(l0, l1) exists. As the only thing needed to prove this assertion is
to show that for some n one of those subsets exists, we see that the graph-
theoretic version follows easily from the theorem above by taking r = 2 and
b = max{l0, l1}.

There are many different versions of Ramsey’s theorems and, as exempli-
fied above, we often see one version implying another. In fact, we have not
given a proof for Theorem 2.1.2 for this precise reason. We will prove a more
general version of Ramsey’s theorem and from it derive this one.

At first glance, this plurality of different theorems with the same name
might be confusing. However, these theorems are unified not only by the
name of their originator but also by the fact that they all represent how, given
a large enough structure, any assortment of different characteristics (which
we represent by colors) given to the relationship of its elements (e.g. the
edges of graphs) will always contain some uniform (monochromatic) subset.

In this section, our aim is to explore how far we may extend the lim-
its of this fact. But first, we introduce some new notation: We’ll write
a → (b)rk to say that given any set A with cardinality |A| = a and a k-coloring
f : [A]r → {1, ..., k}, there always exists some monochromatic subset B ⊆ A
with cardinality |B| = b.

Remark. The notation a → (b)rk abandons references to specific sets and
focuses only on their cardinalities. The reason for this is simple: results like

2It is common to say that [B]r is monochromatic in this case, instead of B. But it will
serve us best to refer to B as monochromatic rather than [B]r.
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Ramsey’s theorem (both in their finite and infinite versions), are completely
transferable through bijections. That is, given a bijection h : X → A between
sets A and X, and a coloring of A, then f ◦ φ is a coloring of X with
monochromatic subsets of the same cardinalities as those of A. Hence, if A
has no k-colorings without monochromatic subsets of a certain size, the same
goes for X.

One natural next step in generalizing Theorem 2.1.2, especially given our
preference for the use of cardinalities, is to consider the possibility of a and
b to be infinite. It is easy to see that for any given b, k, r ∈ N, ℵ0 → (b)rk is
a consequence of Theorem 2.1.2. Now, for which (if any) r, k ∈ N would we
have ℵ0 → (ℵ0)

r
k?

Theorem 2.1.3 (Ramsey 1930). For any countable set A, positive integer n
and finite k-coloring of the family [A]n, there is an infinite monochromatic
subset B of A. That is, ℵ0 → (ℵ0)

n
k .

Proof. Clearly, ℵ0 → (ℵ0)
1
k for any k ∈ N \ {0}, since it is the pre-image

of a function with finite image and infinite domain. Assuming by induction
that ℵ0 → (ℵ0)

r
k, for a given r ∈ N, we’ll consider an arbitrary k-coloring

f : [A]r+1 → k for the subsets of A with r + 1 elements.
Taking an arbitrary element a0 ∈ A, we can define a function

g : [A \ {a0}]r → k by setting

g({x0, ..., xr−1}) = f({x0, ..., xr−1, a0}).

By the assumption (ℵ0 → (ℵ0)
r
k) we know that there is an infinite monochro-

matic subset B0 ⊆ A \ {a0} with respect to g. In terms of the coloring given
by f , we have that all (r + 1)-element subsets of B0 ∪ {a0} which include a0
have the same color.

As the set B0 we get is also infinite, we may repeat this process recurs-
ively and get a sequence of distinct points a0, a1, a2, ... and infinite subsets
B0, B1, B2, ... of A such that aj+1 ∈ Bj for all j ≥ 0 and

B0 ⊇ B1 ⊇ B2 ⊇ B3 ⊇ ...

and for which, given an an, all (r + 1)-element subsets of Bn ∪ {an} which
include an have the same color. While the color is uniform among these
subsets, it might not be the same color when we change n. We deal with this
fact by creating sets S0, ..., Sk−1 which hold all indexes n ∈ N for which the
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(r + 1)-element sets in Bn ∪ {an} with an have the colors 0, ..., k − 1. Since
we have a finite number of sets whose union gives N, one of them has infinite
elements. Let Sp, for p ∈ {0, ..., k − 1}, be that set. Then,

B = {an : n ∈ Sp}

is monochromatic with respect to f . To verify this, take any set {an0 , ..., anr}
in [B]r+1. Without loss of generality we may assume that n0 < n1 < ... < nr,
and by our construction of the sets Bn ∪ {an} we have that anj

∈ Bn0 for
1 ≤ j ≤ r, and so f({an0 , ..., anr}) = p. Since our choice was arbitrary, we
have that B is monochromatic.

Now we can prove the finite version of Ramsey’s theorem using an argu-
ment that is sometimes called the Compactness Principle.

Proof of Theorem 2.1.2. Suppose, by contradiction, that there are b, k, r nat-
ural numbers but no n ∈ N such that n → (b)rk. That is, for every n ∈ N, [n]r

admits some k-coloring with no monochromatic subset of cardinality b. For
every n ∈ N, let Cn be the set of these colorings. Clearly Cn is non-empty.

Given any k-coloring f of [n + p]r (for n, p ∈ N) in Cn+p, it is easy to see
that we may restrict f to be a k-coloring of [n]r by ignoring all the sets in
[n+ p]r with elements n, n+ 1, ..., p− 1. We also note that this k-coloring of
[n]r must not contain a monochromatic subset of cardinality b (since this is
a restriction of f , such a set would also be monochromatic in [n + p]r).

Denoting by Cp
n the set of all restrictions of functions in Cn+p to [n]r, we

have found that Cp
n ⊆ Cn and, given that Cn+p is non-empty, Cp

n ̸= ∅.
Now, take f ∈ Cp+1

n . There is some g ∈ Cn+p+1 such that f = g|[n]r . If
we let h := g|[n+p]r , then h ∈ Cn+p and further restricting, f = h|[n]r ∈ Cp

n.

Also, g|[n+1]r ∈ Cp
n+1 since it is a restriction of g ∈ C(n+1)+p. We summarize

this below:

1. f ∈ Cp+1
n =⇒ f ∈ Cp

n. That is, Cp
n ⊇ Cp+1

n , for all n, p ∈ N.

2. Every f ∈ Cp+1
n has an extension in Cp

n+1, for all n, p ∈ N.

From 1 it follows that, for any m ∈ N,

Cm ⊇ C1
m ⊇ C2

m ⊇ C3
m ⊇ ...

If we think of these colorings without monochromatic subsets of cardinality
b as “problematic”, our strategy hereafter is to take some problematic k-
coloring on [m]r, extend it to some problematic k-coloring of [m + 1]r, then
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extend that one to a larger problematic k-coloring of [m + 2]r, and so on.
To do this we have to prove that there is some k-coloring of [m]r that has
extensions to [m + p]r for any p ∈ N, which we do as follows: From the fact
that Cm has finitely many, say q, elements (there are finite k-colorings of
[m]r), we have that the intersection C∞

m := ∩∞
p=0C

p
m is non-empty (if it were,

there would be p1, ..., pq indices for which C
pj
m would not contain the j-th

element of Cm, and by taking p0 to be the maximum of p1, ..., pq, we would
have Cp0

m empty, which cannot happen).
Now, take f ∈ C∞

m . Then, f ∈ Cp+1
m and, by fact 2, f has an extension

in Cp
m+1, for all p ∈ N. Let A0 be the set of extensions of f in Cm+1 and Ap

be the set of extensions of f in Cp
m+1, for any p ∈ N. Then,

A0 ⊇ A1 ⊇ A2 ⊇ A3 ⊇ ...

and, just as before,
⋂∞

n=0An ̸= ∅. So, given any f ∈ C∞
m , we know there is

some extension of f in
⋂∞

n=0An ⊆ C∞
m+1.

Finally, we take some f1 ∈ C∞
1 , let f2 ∈ C∞

2 be an extension of f1, and
continue this recursively where fn+1 ∈ C∞

n+1 is an extension of fn. Having
this sequence of colorings, we can define a coloring on [N]r as

f∞({n1, ..., nr}) := fnr({n1, ..., nr}),

assuming that n1 < n2 < ... < nr.
Then f∞ is a k-coloring of N which must not have a monochromatic

subset B = {m1,m2, ...,mb} (where we assume m1 < ... < mb). Because
if it did, one would only need to take t = mb and {m1, ...,mb} would be
monochromatic for f∞|[mb]r

= ft. Which is a contradiction to Theorem 2.1.3.

Some versions of Theorem 2.1.3 deal only with 2-colorings. While this
may seem a weaker result, it is actually sufficient to consider this scenario.
We verify this in the following proposition.

Proposition 2.1.4. For any r ∈ N, ℵ0 → (ℵ0)
r
2 =⇒ ℵ0 → (ℵ0)

r
k for all

k ≥ 2.

Proof. If we have a → (a)r2 for any given r ∈ N, clearly

a → (a)r2 =⇒ a → (a)r2.
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Now suppose that a → (a)r2 and a → (a)rk. Given a set A with |A| = a and any
k+1-coloring χ : [A]r → {0, ..., k} we can define ϕ : {0, ..., k} → {0, ..., k−1}
such that:

ϕ(x) =

{
x, if x ∈ {0, ..., k − 2},
k − 1, if x ∈ {k − 1, k}.

It is easy to see then that ϕ ◦ χ is a k-coloring of [A]r and since a → (a)rk we
have that there exists B ⊆ A such that |B| = a and B is monochromatic with
respect to ϕ ◦ χ. If ϕ ◦ χ[[B]r] ∈ {0, ..., k − 2} then B is also monochromatic
with respect to χ. Otherwise, we have that χ|[B]r is a 2-coloring and by
a → (a)r2 we have that there is C ⊆ B with |C| = a and such that C is
monochromatic with respect to χ|[B]r , and therefore, χ. That is, a → (a)rk+1.

By induction, a → (a)rk for any k ∈ N and since the choice for r was
arbitrary, we have proven the statement.

2.2 To infinity and beyond

To go beyond even the infinite version of Ramsey’s theorem we might consider
the possibility of a Ramsey theorem for “infinite colorings” of [N]r, however
this doesn’t work in any meaningful capacity, since we can always enumerate
the elements of [N]r and give each a different color. What we will actually
find to be productive is the case where r is infinite, that is, when we have
the set [A]ℵ0 of all infinite subsets of a countable set A.

To get to this, we might try to adapt the proof of Theorem 2.1.3, but that
won’t work since our result depends on induction on r. Actually, we will see
that we cannot achieve something as general in nature as the statement of
Theorem 2.1.3 for [N]ℵ0 . This was shown by Erdős and Rado in 1952 [8].

In their counterexample they show, for any given countable set A, a 2-
coloring f of [A]ℵ0 defined as such: by the well ordering theorem, we know
there exists a well-order < of [A]ℵ0 . Now take any B ∈ [A]ℵ0 , we will define
f(B) to be 0 if B is the <-smallest element of [B]ℵ0 and f(B) = 1 otherwise.
Clearly, this is a well-defined 2-coloring. Then, for any countable B ⊆ A,
[B]ℵ0 has a <-smallest element B0 and, as such, it is also the <-smallest
element of [B0]

ℵ0 ⊆ [A]ℵ0 and therefore has color 0. Since |[B]ℵ0| > 2, there
is some other element with color 1. So there can be no monochromatic subset
C of cardinality ℵ0.

To see that there is a counterexample for any k-coloring is only a matter
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of noticing that any 2-coloring might be restated as a k-coloring by simply
changing its codomain.

With this in mind, we look for conditions we may impose to advance
beyond Theorem 2.1.3. To do this, we turn to topological structures.

The space [N]ℵ0 might be seen as a subset of the set 2ω, the set of all
functions from N to {0, 1}, by the injection F : [N]ℵ0 → 2ω which maps sets
to their characteristic functions. That is, for any B ∈ [N]ℵ0 , F (B) := χB

where

χB(n) =

{
1, if n ∈ B,

0, otherwise.

This is useful insofar as 2ω has a canonical topology τ2ω given by the product
of the discrete topology on {0, 1}, τ2 = {∅, {0}, {1}, {0, 1}}. By the definition
of the product topology we have that τ2ω is generated by the basis{∏

n∈N

Un : Un ∈ τ2 ∀n ∈ N, |{Un ∈ τ2 : Un ̸= {0, 1}}| < ℵ0

}
.

This topology then induces a subspace topology on F ([N]ℵ0), τ ′, which is
easily transferred back to [N]ℵ0 by the pre-images of F ,

τ = {F−1[U ] : U ∈ τ ′}.

One might view this as the topology3 where any non-empty basic open set
U consists of all sets in [N]ℵ0 which contain {n1, ..., nk} but don’t contain
{m1, ...,mp} for some specific finite selection of numbers n1, ..., nk,m1, ...,mp ∈
N. In other words, U ∈ τ is a non-empty basic open set if, and only if, there
is {n1, ..., nk,m1, ...,mp} ⊆ N such that

U = {A ∈ [N]ℵ0 : {n1, ..., nk} ⊆ A and {m1, ...,mp} ⊆ N \ A}. (2.1)

We will take this to be the “usual” topology on [N]ℵ0 , we say this as we’ll
explore yet another topology on [N]ℵ0 :

Definition 2.2.1 (Ellentuck topology). Let a,A be finite and infinite subsets
of N, respectively. We will write a < A when max(a) < min(A) and when
this is the case we will denote by [a,A] the following set:

[a,A] = {S ∈ [N]ℵ0 : a ⊆ S ⊆ A ∪ a}.
3It is easy to verify that τ is in fact a topology by using that F : [N]ℵ0 → F ([N]ℵ0) is

a bijection. We leave this to the reader.
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The topology generated by the basis4 {[a,A] : a ∈ [N]<ℵ0 , A ∈ [N]ℵ0 , a < A}
is called the Ellentuck topology, and we will denote it by τE.

We may then think of [a,A] as the set of all subsets of N that begin with
a (when following the ordering of natural numbers) and continue with some
infinite selection of elements in A. If a = {n1, ..., nk} and A = {nk+1, nk+2, ...}
we have:

B ∈ [a,A] ⇐⇒ B = {n1, n2, n3, ..., nk︸ ︷︷ ︸
all the elements of a

, nk+j1 , nk+j2 , nk+j3 , ...︸ ︷︷ ︸
infinite elements of A

}.

Remark. Henceforth whenever we mention a set [a,A] we take it to mean
that a is a finite subset of N, A an infinite subset of N with a < A and
satisfying the above-mentioned definition. We may then take a set B ⊆ A
and construct [a,B] under the implicit assumption that B is infinite.

With this, we can easily see that the Ellentuck topology is a refine-
ment of the usual topology: Let U ∈ τ be a non-empty basic open set and
n1, ..., nk,m1, ...,ms the numbers which determine this set in the notation of
Equation (2.1). Let m = max{n1, ..., nk,m1, ...,mp} and denote by A the set
of all subsets of {1, ...,m} which contain {n1, ..., nk} but which don’t contain
any mj for 1 ≤ j ≤ p. Then we may write

U =
⋃
a∈A

[a, {m + 1,m + 2, ...}]

Since the basic open sets of τE generate all non-empty basic open sets of τ ,
τ ⊆ τE.

Definition 2.2.2. Let X be a set. We call a collection I of subsets of X an
ideal on X if

1. ∅ ∈ I.

2. If B ∈ I and A ⊆ B, then A ∈ I.

3. If B1, ..., Bk ∈ I, then
⋃k

n=1Bn ∈ I.

4To see that this is indeed a basis for a topology, it is enough to notice that the
intersection of sets [a,A] and [b, B] is always either empty (if either a ̸= b or A ∩ B is
finite), or it is of the form [a,A ∩B].
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We call I a σ-ideal if aside from this we have:

4. If {Bn : n ∈ N} ⊆ I then
⋃

n∈N Bn ∈ I.

Ideals define a concept of “smallness” of sets (the elements of the ideal
being the sets considered small). With it, we are able to consider a notion
of equivalence dependent on the (symmetric) difference of two sets being
considered small.

Definition 2.2.3. Let (E, τ) be a topological space and A ⊆ X. We say
that A has the Baire property if A =∗ U for some U ∈ τ . That is, if, for
some U ∈ τ ,

A∆U = (A \ U) ∪ (U \ A) ∈ I

where I is the σ-ideal5 of meager sets6.

Similarly to how our concept of smallness is made to obey the rules of an
ideal, we will find that the family of sets with the Baire property has a nice
structure, one we call a σ-algebra.

Definition 2.2.4. Let X be a set. We call a collection A of subsets of X a
σ-algebra if

1. X ∈ A.

2. If A ∈ A, then X \ A ∈ A.

3. If {An : n ∈ N} ⊆ A, then
⋃∞

n=1An ∈ A.

In this context, we say that a σ-algebra on E is generated by a subset
X of P(E) if it is the intersection of all σ-algebras on E containing X.
Hereafter we use the notation Int(S) to refer to the interior of a set S in a
given topological space (E, τ).

Given the fact that the set operations which define a σ-algebra are fre-
quently used in topology, it might not be surprising that there is a deep
and important connection between these concepts. Indeed, it is natural to
consider, and those interested in measure theory would have a hard time
avoiding doing so, the σ-algebra generated by a topology.

5The verification of this fact is straightforward and therefore omitted.
6A set B in a topological space X is called meager if it may be written as B =

⋃∞
n=1 Bn

where each Bn is nowhere dense (Int(Bn) = ∅ for all n ∈ N).



2.2. TO INFINITY AND BEYOND 15

Definition 2.2.5. Let (E, τ) be a topological space, we call the σ-algebra
generated by τ to be the class of Borel sets and any set in this class a Borel
set.

While the family of Borel sets is already vast, the σ-algebra we are after,
the one that will characterize the Baire property, contains it.

Proposition 2.2.6. Let (E, τ) be a topological space. Then the set of all
subsets with the Baire property is the σ-algebra generated by the set of all
open sets and meager sets.

Proof. Let S ⊆ P(E) be the set of all subsets of E with the Baire Property.
First, we note that all open sets U ∈ τ trivially satisfy U =∗ U and so are in
S. Similarly, any meager set M satisfies M =∗ ∅ since M∆∅ = M and thus
M ∈ S.

Before we verify that S is a σ-algebra, note that for any open set U , U \U
is meager (if V is open and V ⊆ U \ U , then U \ V is a closed subset of U
containing U and so it must be U , which implies V = ∅). Similarly, if F is
closed, F \ Int(F ) is meager.

Now, if A ∈ S then A =∗ U for some open set U . Then

(E \ A)∆(E \ U) = A∆U =⇒ E \ A =∗ E \ U,

and

E \ A =∗ (Int(E \ U)) ∪ ((E \ U) \ Int(E \ U)) =∗ Int(E \ U).

So A ∈ S =⇒ E \ A ∈ S.
Taking A1, A2, ... ∈ S, we have U1, U2, ... ∈ τ such that An∆Un = Mn ∈ I

for all n ∈ N.⋃
n∈N

An∆
⋃
n∈N

Un =

(⋃
n∈N

An \
⋃
n∈N

Un

)
∪

(⋃
n∈N

Un \
⋃
n∈N

An

)

=
⋃
n∈N

((
An \

⋃
m∈N

Um

)
∪

(
Un \

⋃
m∈N

Am

))
⊆
⋃
n∈N

An∆Un =
⋃
n∈N

Mn.

Since I is a σ-ideal, we find that
⋃

n∈N Mn ∈ I and so
⋃

n∈NAn ∈ S.
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Finally, to see that S is the smallest of such σ-algebras, take A ∈ S.
Then, there is some U ∈ τ satisfying A∆U = M where M is meager. We
may then verify that

M \ U = ((A \ U) ∪ (U \ A)) \ U = (A \ U),

and
U \M = U \ ((A \ U) ∪ (U \ A)) = U \ (U \ A) = U ∩ A.

So, A = M∆U and, given any σ-algebra Q containing the open and meager
sets, A ∈ Q. So S ⊆ Q, and since Q was chosen arbitrarily, we conclude that
S is in fact the smallest σ-algebra containing the open and meager sets.

With these new notions in mind, we go back to the combinatorial aspect
of our studies, and introduce two definitions. In these, it will be convenient
to simplify the notation for the complement B \A as ∼ A, when A ⊆ B and
it is clear that B is the set in question.

Definition 2.2.7. Let X ⊆ [N]ℵ0 . We say that X is a Ramsey set if there
is some set [∅, A] such that either

1. [∅, A] ⊆ X, or

2. [∅, A] ⊆ ∼ X.

If we think of 2-colorings as partitions, we see that a set X is Ramsey
if it partitions [N]ℵ0 in a way that leaves some subset [A]ℵ0 = [∅, A] fully
contained in, or outside, X. While this notion already characterizes the
types of 2-colorings we are after, a stronger condition will be convenient.

Definition 2.2.8. Let X ⊆ [N]ℵ0 . We say that X is a completely Ramsey
set if, for any set [a,A] there is some subset B ⊆ A such that either

1. [a,B] ⊆ X, or

2. [a,B] ⊆ ∼ X.

Clearly, by taking [a,A] := [0,N] = [N]ℵ0 we see that any completely
Ramsey set is a Ramsey set.

With this, we may begin to work our way towards some connection
between the Ellentuck topology and combinatorics. As somewhat foreshad-
owed by the previous definitions, this will come by means of a connection
between a set having the Baire property and being completely Ramsey. To
this end, we begin by seeing that the Ellentuck topology is made up entirely
of completely Ramsey sets:
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Lemma 2.2.9. Every open set U in the Ellentuck topology is completely
Ramsey.

Proof. Let U be an arbitrary non-empty open set on the Ellentuck topology
(∅ is trivially completely Ramsey). We wish to show that for any set [a,A]
there is an infinite subset B ⊆ A for which we fall into one of two situations:

1. [a,B] ⊆ U , or

2. [a,B] ⊆ ∼ U .

Take any [a,A], if there is some B ⊆ A for which [a,B] ⊆ U , we have what
we wished for and we call [a,A] good, otherwise we call it bad.

It is clear that if [a,A] is bad, and B ⊆ A, then [a,B] is bad. We will
verify the following property which we denote by (⋆):

If [a,A] is bad, there is some B ⊆ A, with the property that we
may take any n ∈ B and we will still have that [a ∪ {n}, B/n] is
bad (where B/n = B \ {1, ..., n}), in which case we say [a,B] is
very bad.

Note as well that if [a,B] is very bad, then so is [a, C] for any C ⊆ B, since
[a ∪ {n}, C/n] ⊆ [a ∪ {n}, B/n] for all n ∈ C ⊆ B.

To prove that [a,A] bad implies the existence of B ⊆ A with [a,B] very
bad, suppose, on the contrary, that for any infinite subset B ⊆ A there is
some n ∈ B and some C ⊆ B/n with [a ∪ {n}, C] ⊆ U . Since A ⊆ A, there
is n0 ∈ A and B0 ⊆ A/n0 for which [a ∪ {n0}, B0] ⊆ U . Given that [a,A] is
bad, there is no C ⊆ B0 ⊆ A with [a, C] ⊆ U , and again we can find n1 ∈ B0

and some B1 ⊆ B0/n1 such that [a ∪ {n1}, B1] ⊆ U . Repeating this process
recursively, we’ll have

B0 ⊇ B1 ⊇ B2 ⊇ ...

and a set of natural numbers B∞ := {n0, n1, n2, ...}.
Since, for any w ∈ [a,B∞] we have w = a ∪ C with C ⊆ B∞, by taking

nk := min(C) we find that w ∈ [a ∪ {nk}, Bk] ⊆ U , and [a,B∞] ⊆ U ,
contradicting the fact that [a,A] was bad.

We will now use a similar argument as above, and the fact it was proving,
to show that there is B ⊆ A with [a,B] ⊆ ∼ U .

To construct this set B we will first take B0 ⊆ A for which [a,B0] is bad
and let n0 := minB0, then [a ∪ {n0}, B0/n0] is bad, and so is [a,B0/n0]
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(by the simple fact that B0/n0 ⊆ B). Using (⋆) again, we know there
is some B1 ⊆ B0/n0 such that [a ∪ {n0}, B1] is very bad. In which case
we define n1 := minB1 and we have that [a,B1/n1], [a ∪ {n0}, B1/n1] and
[a ∪ {n0, n1}, B1/n1] are all bad. If we proceed recursively, we will have sets

A ⊇ B1 ⊇ B2 ⊇ ...

and a sequence n1 < n2 < ... satisfying that [a ∪ b, Bk/nk] is bad for any
b ⊆ {n1, ..., nk} and every k ≥ 1. Let B := {n0, n1, n2, ...} and it remains
only to verify that [a,B] ⊆ ∼ U :

Suppose it is false (i.e. [a,B] ∩ U ̸= ∅). Since U and [a,B] are both
open, [a,B] ∩ U is a non-empty open set and there is some basic open set
[a′, B′] ⊆ ([a,B] ∩ U). This means that a′ is of the form a′ = a ∪ b for some
b ⊆ B. Let nt := max b, and by what we just proved, [a ∪ b, B/nt] is bad.
However, [a′, B′] ⊆ [a ∪ b, B/nt] and [a ∪ b, B/nt] ⊆ U , which would mean
[a ∪ b, B/nt] is good, a contradiction.

It is easy to see that this result extends to closed sets: Let X be a
non-empty closed set, since ∼ X is an open set it is completely Ram-
sey, and for any set [a,A] there is B ⊆ A where either [a,B] ⊆ ∼ X or
[a,B] ⊆ ∼ (∼ X) = X.

Now with the open and closed sets dealt with, we aim towards the nowhere
dense sets in the Ellentuck topology.

Lemma 2.2.10. Every nowhere dense set X in the Ellentuck topology is com-
pletely Ramsey. In fact, for any set [a,A] there is B ⊆ A with [a,B] ⊆ ∼ X.

Proof. X is closed and so is completely Ramsey, which means that for any
set [a,A] there is B ⊆ A where either [a,B] ⊆ X or [a,B] ⊆ ∼ X. Since X
is nowhere dense, it contains no non-empty open sets and so the first option
is impossible. That leaves us with

[a,B] ⊆ ∼ X ⊆ ∼ X,

which means X is completely Ramsey.

A natural next step is to “extend” this to meager sets. In doing so, we
inadvertently prove a remarkable property of the Ellentuck topology: A set
is meager if, and only if, it is nowhere dense.
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Proposition 2.2.11. Every meager set X in the Ellentuck topology is nowhere
dense and completely Ramsey. In fact, for any set [a,A] there is B ⊆ A with
[a,B] ⊆ ∼ X

Proof. Let X =
⋃

n∈N Xn where each Xn is nowhere dense. To show Int(X) =
∅, we verify that given any non-empty basic open set [a,A], there is some
B ⊆ A such that [a,B] ⊆ ∼ X, thus showing that [a,A] ̸⊆ X.

Let [a,A] be any non-empty basic open set. By Lemma 2.2.10, there is
B1 ⊆ A such that [a,B1] ⊆ ∼ X1. If we let n1 := minB1 we have

• [a ∪ {n1}, B1/n1] ⊆ [a,B1] ⊆ ∼ X1.

• [a,B1/n1] ⊆ ∼ X1.

Since X2 is also nowhere dense, there is B2 ⊆ B1/n1 where [a ∪ {n1}, B2] is
contained in ∼ X2. Defining n2 := minB2, we note that

• [a,B2/n2] ⊆ [a,B1/n1] ⊆ ∼ X2.

• [a ∪ {n1, n2}, B2/n2] ⊆ [a ∪ {n1}, B2] ⊆ ∼ X2.

From this, we get that

[a ∪ b, B2/n2] ⊆
2⋂

i=1

(∼ Xi)

for every b ⊆ {n1, n2}. If we proceed recursively, as we did in Lemma 2.2.9,
we’ll find

A ⊇ B0 ⊇ B1 ⊇ B2 ⊇ ...

and a sequence n0 < n1 < n2 < ... satisfying

[a ∪ b, Bk/nk] ⊆
k⋂

i=1

(∼ Xi)

for every k ≥ 0 and any b ⊆ {n0, ..., nk}. If we let B = {n1, n2, ...} we’ll have
that any element of [a,B] will be in

⋂k
i=1(∼ Xi) for all k > 0. That is,

[a,B] ⊆
∞⋂
i=1

(∼ Xi) = ∼
∞⋃
i=1

Xi = ∼ X.
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So far we have seen that open, closed and meager sets are all completely
Ramsey. In light of the notion of a σ-algebra, one might wonder if the class of
completely Ramsey sets satisfy some similar properties. Ellentuck’s theorem
tells us that not only does it satisfy the notion of a σ-algebra, but it coincides
exactly with the σ-algebra of sets with the Baire property!

Theorem 2.2.12 (Ellentuck). For any X ⊆ [N]ℵ0, X is completely Ramsey
if, and only if, X has the Baire property in the Ellentuck topology.

Proof. (⇒) Let X be a completely Ramsey set and [a,A] an arbitrary non-
empty basic open set. Then there is some B ⊆ A such that either

1. [a,B] ⊆ X =⇒ [a,B] ⊆ Int(X) =⇒ X \ Int(X) ⊆ ∼ [a,B], or

2. [a,B] ⊆ ∼ X =⇒ X ⊆ ∼ [a,B] =⇒ X \ Int(X) ⊆ ∼ [a,B].

Either way, since ∼ [a,B] is a closed set, X \ Int(X) ⊆ ∼ [a,B] and

[a,B] ̸⊆ X \ Int(X) =⇒ [a,A] ̸⊆ X \ Int(X)

Hence the set X \ Int(X) can contain no basic open sets and so it is nowhere
dense. With this, we have that X∆ Int(X) = X \ Int(X) is meager and so
X has the Baire property.

(⇐) Suppose that X has the Baire property, then there is some open set U
such that X∆U is meager. Let [a,A] be any non-empty basic open set. Since
X∆U is nowhere dense, there is some B ⊆ A such that [a,B] ⊆ ∼ X∆U .
By Lemma 2.2.9, U is completely Ramsey and there is some C ⊆ B such
that [a, C] ⊆ [a,B] ⊆ ∼ X∆U and

1. [a, C] ⊆ U =⇒ [a, C] ⊆ X, or

2. [a, C] ⊆ ∼ U =⇒ [a, C] ⊆ ∼ X.

So we have found C ⊆ A for which [a, C] ⊆ X or [a, C] ⊆ ∼ X for an
arbitrary choice of [a,A], which means that X is completely Ramsey.

With this, we have tangible progress in our quest for a Ramsey-like res-
ults for the set [N]ℵ0 : We have added some practical structure to [N]ℵ0 (the
Ellentuck topology) that is directly related to sets we find “combinatorially
nice” (completely Ramsey sets). It remains only to make use of this structure
and get the combinatorial result we were after.
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Theorem 2.2.13 (Galvin-Prikry). Let [N]ℵ0 = P0 ∪ P1 ∪ ... ∪ Pk−1 be a
partition where each set Pi is Borel (in the usual topology) for 0 ≤ i ≤ k− 1.
Then there is some infinite subset A ⊆ N and an integer i ∈ {0, ..., k − 1}
such that [A]ℵ0 ⊆ Pi.

Proof. First, we note that since the Ellentuck topology is finer than the
usual topology for [N]ℵ0 , we have that P0, ..., Pk−1 are also Borel sets in the
Ellentuck topology. In what follows, we refer only to the Ellentuck topology.

We prove this by induction. For k = 1 it is immediate. For k = 2 we have
[N]ℵ0 = P0∪P1 then P1 = ∼ P0. Since P0 is a Borel set, it is in the σ-algebra
of open sets which is contained in the family of sets with the Baire property
(Theorem 2.2.6). So P0 has the Baire property and, by Theorem 2.2.12, is
completely Ramsey. Then, for [∅,N] is a non-empty basic open set and there
is A ⊆ N, infinite, such that [A]ℵ0 = [∅, A] ⊆ P0 or [A]ℵ0 ⊆ ∼ P0 = P1.

Now, suppose the theorem is valid for k = s, we show that it is also true
for s + 1. Let [N]ℵ0 = P0 ∪ ... ∪ Ps, we may then define Q0 := P0 ∪ ... ∪ Ps−1

and Q1 := Ps, we’ll have [N]ℵ0 = Q0 ∪ Q1. Since the statement is true for
s = 2, there is some A ⊆ N such that [A]ℵ0 ⊆ Q0 or [A]ℵ0 ⊆ Q1 = Ps. In the
latter we case, we are done. In the former, we would find that

[A]ℵ0 = (P0 ∩ [A]ℵ0) ∪ (P1 ∩ [A]ℵ0) ∪ ... ∪ (Ps−1 ∩ [A]ℵ0).

Since A is countable, this is the same as the statement of the theorem for s,
which we are assuming to be true. Then there will be B ⊆ A ⊆ N such that
B ⊆ Pi ∩ [A]ℵ0 ⊆ Pi for some i ∈ {0, ..., s− 1}. In any case, we have that the
theorem would also be valid for k = s + 1, which concludes our proof.

Lastly, we should mention a more general class of sets that is related to
Ramsey sets, and studied in Ellentuck’s paper [7], is that of analytic sets.

Definition 2.2.14. Let X be a Polish space (a separable and completely
metrizable topological space). A set A ⊆ X is said to be analytic7 if there
is a Polish space Y and a continuous function f : Y → A such that f(Y ) = A.

In fact, the main purpose of Ellentuck’s paper was to give another proof
for the following theorem due to Silver in 1970 [22].

Theorem 2.2.15 (Silver). Every analytic set A ⊆ [N]ℵ0 (in the usual topo-
logy) is completely Ramsey.

7Other equivalent definitions can be found in Kechris’ book [14].
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Chapter 3

Ramsey methods in Banach
space theory

The spaces ℓp (1 ≤ p < ∞) and c0 are commonplace in any course on func-
tional analysis. Their initial appearance as examples of Banach spaces is not
surprising when one considers how these spaces arise naturally from gener-
alizations of finite-dimensional Euclidean spaces and in studies of sequence
convergence. What is in fact remarkable is how they maintain their relevance
all throughout Banach space theory.

Aleksander Pe lczyński published in 1960 what came to be a famous result
of Banach space theory regarding these spaces [20]. In his paper, he proved
that the spaces ℓp (1 ≤ p < ∞) and c0 are prime. We say that a Banach
space X is prime if any infinite-dimensional complemented subspace of X
is isomorphic to X.

This language is evocative of prime numbers in number theory, and il-
lustrates how these spaces may be thought of as building blocks for Banach
spaces. And, while these are not the only prime spaces (other separable
prime spaces were constructed by Gowers and Maurey in 1997 [10]), they are
the simplest representatives of this class of Banach spaces.

As a confirmation of the prominence of ℓp and c0 spaces in the construc-
tion of infinite-dimensional Banach spaces, the first example of an infinite-
dimensional Banach space which did not contain a subspace isomorphic to
some ℓp or c0 was built by Tsirelson only in 1974 [25]. While we know from
this that we cannot expect an infinite-dimensional Banach space to contain
an isomorphic copy of ℓp or c0 in general, we may hope for the next best

23



24 CHAPTER 3. RAMSEY METHODS IN BANACH SPACE THEORY

thing, that this is true locally1.
It is with this in mind that we journey in this chapter through some

applications of Ramsey theory to Banach space theory. Our main goal is
proving Krivine’s theorem for real Banach spaces, which, as the length of
this chapter suggests, requires some work. Of course, on the way various
techniques and ideas of a more general nature are explored; such as basic
sequences, spectral theory and some notions of ultrapowers of Banach spaces.

In the first section, we begin our work directly towards Krivine’s theorem
as we explore the main tool we use to investigate this local presence of the
spaces ℓp and c0: finite representability. We do so using the work of Brunel
and Sucheston (c.f [3] and [4]). In the second section, we develop some results
concerning spectral theory and ultrapowers, and relate them to what we did
in the previous section. Lastly, we state and prove Krivine’s theorem in the
final section, following Lemberg’s approach [17].

The combinatorial aspects of our studies are concentrated in the first
section, wherein we use the infinite version of Ramsey’s theorem in our quest
to get stronger properties for the sequences we have at hand. All in all, while
Krivine’s theorem is combinatorial in nature, the arguments towards it are
mostly analytic, well within the domain of a functional analyst.

3.1 Refining sequences

One may consider that the essence of Ramsey theory is the pursuit of “regular
substructures” given a large enough structure. In standard functional ana-
lysis fashion, the structures that we shall investigate are sequences of vectors
in normed spaces. Specifically, we will use the infinite version of Ramsey’s
theorem (Theorem 2.1.3) to hone some properties of given sequences. One
such property that will be recurring in this section is the following:

Definition 3.1.1. We say that a sequence (xn)n∈N in a normed space X is
invariant under spreading, or 1-spreading, if for any n ∈ N and scalars
a1, ..., an, ∥∥∥∥∥

n∑
i=1

aixi

∥∥∥∥∥ =

∥∥∥∥∥
n∑

i=1

aixki

∥∥∥∥∥ ,
for any natural numbers k1 < k2 < ... < kn.

1In Banach space theory the word “local” is used to refer to finite-dimensional sub-
spaces.
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Example 3.1.2. The standard Schauder bases for c0 and ℓp, with 1 ≤ p < ∞,
are 1-spreading.

This, however, is quite a strong condition for a sequence to satisfy, one
we hope to work our way towards. As our discussion of sequences is in many
ways motivated by basic sequences, we investigate briefly what is reasonable
to expect of these sequences in terms of invariance under spreading.

It is easy to construct a non-normalized basic sequence which will not
be 1-spreading. But given that normalizing a basic sequence is a routine
practice, it is still useful to present an example of a normalized Schauder
basis which is not 1-spreading:

Example 3.1.3. Let (en)n∈N be the canonical basis for c0. The sequence
(gn)n∈N defined as g1 := e1, g2 = e2 and gn := e2 + ... + en for all n > 2 is a
normalized basic sequence which is not 1-spreading.

Proof. First, we verify that (gn)n∈N is a Schauder basis for c0. For this,
define g∗1(x) = e∗1(x) and g∗n(x) = e∗n(x)− e∗n+1(x) for n > 1 (where e∗n are the
coefficient functionals of en for all n ∈ N) and let x = (xn)n∈N ∈ c0 be some
arbitrary vector. Then, given m ∈ N,

m∑
n=1

g∗n(x)gn = e∗1(x)e1 +
m∑

n=2

(e∗n(x) − e∗n+1(x))gn

= xne1 +
m∑

n=2

xngn −
m+1∑
n=3

xngn−1

= x1e1 + x2e2 +
m∑

n=3

xn(gn − gn−1) + xm+1gm

=
m∑

n=1

xnen + xm+1gm

and ∥∥∥∥∥x−
m∑

n=1

g∗n(x)gn

∥∥∥∥∥ ≤

∥∥∥∥∥x−
m∑

n=1

xnen

∥∥∥∥∥+

∥∥∥∥∥
m∑

n=1

xnen −
m∑

n=1

g∗n(x)gn

∥∥∥∥∥
=

∥∥∥∥∥x−
m∑

n=1

xnen

∥∥∥∥∥+ ∥xm+1gm∥.
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From the fact that (en)n∈N is a Schauder basis, that (gn)n∈N is normalized
and (xn)n∈N ∈ c0, we have∥∥∥∥∥x−

m∑
n=1

g∗n(x)gn

∥∥∥∥∥ m→∞−−−→ 0.

To see that it is, in fact, a Schauder basis, it is enough to show that if (αn)n∈N
is a sequence of scalars for which ∥

∑m
n=1 αngn∥

m→∞−−−→ 0, then αn = 0 for all
n ∈ N.

Suppose (αn)n∈N is such. Then, for any ε > 0, there is some m0 ∈ N such
that ∥

∑m
n=1 αngn∥ < ε for all m ≥ m0. So,∥∥∥∥∥

m∑
n=1

αnfn

∥∥∥∥∥ = sup{|a1|, |a2|} ∪

{∣∣∣∣∣
k∑

n=2

αn

∣∣∣∣∣ : 1 ≤ k ≤ m

}
< ε, ∀m ≥ m1.

Therefore, |a1|, |a2| < ε and |
∑m

n=2 αn| < ε so

|αm| =

∣∣∣∣∣
m∑

n=2

αn −
m−1∑
n=2

αn

∣∣∣∣∣ ≤ 2ε,

for all m ≥ 3. Since the choice of ε was arbitrary, we have that αm = 0,
for all m ∈ N. Finally, to see that (gn)n∈N isn’t 1-spreading we need only
consider the following

∥g1 + g2∥ = ∥e1 + e2∥ ≠ ∥2e2 + e3∥ = ∥g2 + g3∥ .

One way to weaken this condition is to think of some form of crude
invariance, that is, where there is some K > 0 such that

1

K
≤

∥∥∥∥∥
n∑

i=1

aixki

∥∥∥∥∥ ≤ K (3.1)

for all choices of scalars a1, ..., an with
∑n

i=1 |an| = 1 and natural num-
bers k1 < ... < kn. The reason we specify that

∑n
i=1 |an| = 1 is to deal

with scaling: Suppose Inequality (3.1) were valid for some choice of scalars,
then we could always scale these scalars by some α big enough as to make
∥
∑n

i=1 αaixki∥ = |α|∥
∑n

i=1 aixki∥ > K.
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Now, thinking of a basic sequence (xn)n∈N, if (∥xn∥)n∈N is not semi-
normalized, clearly (3.1) will not be satisfied (take n = 1 and a1 = 1).
So we move forward with the assumption that there exists 0 < c < C such
that

c ≤ ∥xn∥ ≤ C for all n ∈ N.

To achieve an inequality of the sort we are after, we look for bounds on the
variation of ∥

∑n
i=1 aixi∥ independent of the choice of scalars a1, ..., an. By

the triangle inequality,∥∥∥∥∥
n∑

i=1

aixi

∥∥∥∥∥ ≤ n sup
1≤i≤n

|ai|∥xi∥ ≤ n sup
1≤i≤n

|ai|C. (3.2)

For a lower bound, the basic sequence criterion is a promising start point:
Let M be the basis constant of (xn)n∈N, then∥∥∥∥∥

s∑
i=1

aixi

∥∥∥∥∥ ≤ M

∥∥∥∥∥
n∑

i=1

aixi

∥∥∥∥∥
for any s < n and a1, ..., an scalars. Considering s = 1, we verify that
∥a1x1∥ ≤ M ∥

∑n
i=1 aixi∥. By re-ordering the linear combinations, we have

∥ajxj∥ ≤ M∥
∑n

i=1 aixi∥ for any 1 ≤ j ≤ n. Then,

c

M
sup
1≤i≤n

|ai| ≤

∥∥∥∥∥
n∑

i=1

aixi

∥∥∥∥∥ . (3.3)

Since
∑n

i=1 |an| = 1, we know that 1
n

≤ sup1≤i≤n |ai| ≤ 1 and, putting
together Inequalities (3.2) and (3.3),

c

nM
≤

∥∥∥∥∥
n∑

i=1

aixi

∥∥∥∥∥ ≤ nC.

Notice that these bounds are independent of our starting choice of indices
for the vectors x1, ..., xn. However, one “issue” remains: our desired bounds
K are dependent of n, the size of the linear combinations we are considering.
This turns out to be unavoidable, which leads us to use as a starting point a
looser notion of invariance.
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Definition 3.1.4. We define2 a sequence to be loosely spreading if for any
n ∈ N there exists constants 0 < c(n) < C(n), depending on n, such that

c(n) ≤

∥∥∥∥∥
n∑

i=1

aixki

∥∥∥∥∥ ≤ C(n)

for any choices of natural numbers k1 < k2 < ... < kn and scalars a1, ..., an
where

∑n
i=1 |an| = 1.

We may then summarize what we verified leading up to this definition as
follows:

Example 3.1.5. Any semi-normalized basic sequence is loosely spreading.

The next result is our first dive into a combinatorial result in Banach space
theory. In its essence, it says that a loosely spreading sequence (xn)n∈N must
have an almost invariant under spreading subsequence, that is, a subsequence
(xmn)n∈N that satisfies Inequality (3.4). In fact, it is stronger than this as it
is able to handle any pre-determined sequence of εn’s as opposed to a single
fixed one. In precise terms:

Proposition 3.1.6. Let X be a normed space and (xn)n∈N a loosely spread-
ing sequence. Then given any decreasing sequence of positive non-zero real
numbers ε1 ≥ ε2 ≥ ..., there exists an increasing sequence (mn)n∈N of natural
numbers such that for all n ≥ 1 and scalars a1, ..., an we have∥∥∥∥∥

n∑
i=1

aixji

∥∥∥∥∥ ≤ (1 + εn)

∥∥∥∥∥
n∑

i=1

aixki

∥∥∥∥∥ (3.4)

when j1, ..., jn, k1, ..., kn are elements of (mn)n∈N satisfying mn < j1 < ... < jn
and mn < k1 < ... < kn.

Proof. First we will see that, given any sequence (An)n∈N of non-empty finite
sets An of scalar n-tuples such that

∑n
i=1 |ai| = 1 for all (a1, ..., an) ∈ An,

we can construct (mn)n∈N if we reduce the choice of scalars a1, ..., an to the
tuples of the set An for all n ∈ N. Later we will see that this is enough.

Let ε1 > ε2 > ... > 0 and take (An)n∈N to be a sequence as described
above. We now define sets Nk,|Ak| ⊆ N, for all k ∈ N, recursively, focusing on
the linear combinations of m vectors at a time:

2Please note this definition was not found by the author in the literature, we merely
associated this terminology to simplify our notation in the following also already well
established results.
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• For m = 1, the only possible element of A1 is a1 = 1. So, let N1,0 := N,
since (xn)n∈N is loosely spreading, there are 0 < c(1) < C(1) such that

c(1) ≤ ∥a1xk∥ ≤ C(1), ∀k ∈ N.

Now, we may partition [c(1), C(1)] into a finite number intervals P0, ..., Pr−1

of size at most δ1 (for now taken to be an arbitrary positive real num-
ber).

With this partition we define a r-coloring of f : [N1,0]
1 → r as

f({j}) = q ⇐⇒ ∥a1xj∥ ∈ Pq.

By the pigeonhole principle, there is some q ∈ {0, ..., r − 1} where
f−1(Pq) = {n1,1, n1,2, ...} is an infinite subset of N1,0. Let N1 := f−1(Pq)
and we are done.

• Suppose that for all s ≤ m we have Ns such that∥∥∥∥∥
s∑

i=1

aixji

∥∥∥∥∥ ≤
(

1 +
εs
2

)∥∥∥∥∥
s∑

i=1

aixki

∥∥∥∥∥
for any (a1, ..., as) ∈ As and any j1 < ... < jr and k1 < ... < ks indices
in Ns. We will now define Nm+1:

Let Nm+1,0 := Nm and take (a1,1, ..., a1,m+1) ∈ Am+1. Then there are
0 < c(m + 1) < C(m + 1) satisfying

c(m + 1) ≤

∥∥∥∥∥
m+1∑
i=1

ai,1xji

∥∥∥∥∥ ≤ C(m + 1)

for all j1 < ... < jm+1 taken from Nm+1,0. We may then partition
[c(m+ 1), C(m+ 1)] into intervals P0, ..., Pr−1 of size at most δm+1 and
define a coloring f : [Nm+1,0]

m+1 → r where,

f({j1, ..., jm+1}) = q ⇐⇒

∥∥∥∥∥
m+1∑
i=1

ai,1xji

∥∥∥∥∥ ∈ Pq.

By Ramsey’s theorem (2.1.3), there is an infinite monochromatic sub-
set of Nm+1,0 which we’ll denote by Nm+1,1. Now, repeat this pro-
cess with any (a2,1, ..., a2,m+1) ∈ Am+1 \ {(a1,1, ..., am+1,1)} in place of
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(a1,1, ..., a1,m+1) and Nm+1,1 instead of Nm+1,0. By iterating this, we
reach the set Nm+1,|Am+1|, which we’ll call Nm+1. The sets

Nm+1,|Am+1| ⊆ Nm+1,2 ⊆ ... ⊆ Nm+1,1

share the property that, for any 1 ≤ s ≤ |Am+1|,∣∣∣∣∣
∥∥∥∥∥
m+1∑
i=1

as,ixji

∥∥∥∥∥−
∥∥∥∥∥
m+1∑
i=1

as,ixki

∥∥∥∥∥
∣∣∣∣∣ < δm+1

for any j1 < ... < jm+1 and k1 < ... < km+1 in Nm+1,s. Since each one
of the sets Nm+1,s is a subset of the previous, if one chooses the indices
in Nm+1 the inequality above holds for any choice of scalars in Am+1.

Once again, if we let δm+1 := εm+1c(m + 1)/2, we are able to verify
that, as before, ∥∥∥∥∥

m+1∑
i=1

aixji

∥∥∥∥∥ ≤
(

1 +
εm+1

2

)∥∥∥∥∥
m+1∑
i=1

aixki

∥∥∥∥∥
holds for any (a1, ..., am+1) ∈ Am+1 and all indices j1 < ... < jm+1 and
k1 < ... < km+1 in Nm+1.

By the sufficiency of considering the sets An (yet to be proven) what we have
achieved now is a sequence of sets N1 ⊇ N2 ⊇ N3 ⊇ ... satisfying that, for
any n ≥ 1 and any choice of scalars a1, ..., an,∥∥∥∥∥

n∑
i=1

aixji

∥∥∥∥∥ ≤
(

1 +
εn
2

)∥∥∥∥∥
n∑

i=1

aixki

∥∥∥∥∥ (3.5)

whenever j1 < ... < jn and k1 < ... < kn are taken in Nn. Since we want one
definitive sequence (mn)n∈N that handles all choices of n, we simply define it
as the diagonal sequence of (Nn)n∈N (for all n ∈ N we take mn to be the n-th
element of Nn) and so we have the property we sought.

Finally, we need only verify that there is indeed a sequence (An)n∈N of
finite subsets of N that allows us to make the jump to the assertion of In-
equality (3.5) from what preceded:

Fix any n ≥ 1 and let Sn be the set of all scalar n-tuples such that∑n
i=1 |ai| = 1. That is, the unit sphere of ℓn1 . Given that (xn)n∈N is loosely
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spreading, let C(1) > 0 be such that ∥xi∥ ≤ C(1) for all i ∈ N. And since
ℓn1 is finite-dimensional, Sn is compact. By covering it with balls of radius
δ/C(1) (where δ may depend only on n) around each point, we may take a
finite subcover. Let An be the set of vectors at the center of the balls of this
subcover.

To see that this construction of An suffices, suppose Inequality (3.5) is
satisfied for all scalars in An and take some (a1, ..., an) ∈ Sn. Then, there is
(a′1, ..., a

′
n) in An such that

∥(a1, ..., an) − (a′1, ..., a
′
n)∥Z ≤ δ/C(1)

and for any j1 < ... < jn,∥∥∥∥∥
n∑

i=1

aixji −
n∑

i=1

a′ixji

∥∥∥∥∥ ≤
n∑

i=1

|ai − a′i|∥xji∥

≤ ∥(a1, ..., an) − (a′1, ..., a
′
n)∥ZC(1) ≤ δ.

Thus, by the inverse triangle inequality∣∣∣∣∣
∥∥∥∥∥

n∑
i=1

aixi

∥∥∥∥∥−
∥∥∥∥∥

n∑
i=1

a′ixi

∥∥∥∥∥
∣∣∣∣∣ ≤ δ.

Finally, choose δ = (εnc(n))/(4 + εn), then∥∥∥∥∥
n∑

i=1

aixji

∥∥∥∥∥ ≤

∥∥∥∥∥
n∑

i=1

a′ixji

∥∥∥∥∥+ δ ≤
(

1 +
εn
2

)∥∥∥∥∥
n∑

i=1

a′ixki

∥∥∥∥∥+ δ

≤
(

1 +
εn
2

)(∥∥∥∥∥
n∑

i=1

aixki

∥∥∥∥∥+ δ

)
+ δ

=
(

1 +
εn
2

)∥∥∥∥∥
n∑

i=1

aixki

∥∥∥∥∥+
4 + εn

2
δ

=
(

1 +
εn
2

)∥∥∥∥∥
n∑

i=1

aixki

∥∥∥∥∥+
εn
2
c(n)

= (1 + εn)

∥∥∥∥∥
n∑

i=1

aixki

∥∥∥∥∥
for any j1 < ... < jn and k1 < ... < kn in Nn.
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Remark. Notice that in Inequality (3.4) the choice of εn to be used in the
inequality depends solely on the fact that j1, k1 > mn. Although the sums
also depend on the value of n, one may simply choose to sum over a1, ..., at
for any t < n and let at+1, ..., an be 0.

One condition for this property of “almost invariance under spreading”,
is that on both sides of the inequality (3.4) one must have linear combina-
tions with the same number of terms. In the following corollary, we use our
almost invariant under spreading sequence to create another sequence that
can handle a similar, but “unbalanced” (in the number of terms), inequality.

Corollary 3.1.7. Let (mn)n∈N be the sequence given in Proposition 3.1.6.
Then the sequence

yn := xm2n − xm2n−1 , for all n ∈ N

satisfies ∥∥∥∥∥∑
i∈A

aiyi

∥∥∥∥∥ ≤ (1 + εr)
2

∥∥∥∥∥∑
i∈B

aiyi

∥∥∥∥∥
given any r ∈ N and finite sets A ⊆ B ⊆ N such that minB ≥ |B| ≥ r.

Proof. Fix a finite set of natural numbers B = {i1, ..., ir} where i1 < ... < ir
for some r ∈ N and scalars {ai : i ∈ B}. Now, for every q ∈ N, we will select
indices of {mn : n ∈ N} according to a particular function

jq : (A× {1, 2}) ∪ ((B \ A) × {1, ..., q + 1}) → {mn : n ∈ N}

defined as follows: Let i1 be the smallest element of B and let t1 := |B|(q+1).
We then define

jq(i1, k) := mt1+k (3.6)

for every k ∈ {1, 2} if i1 ∈ A or k ∈ {1, ..., q + 1} if i1 ∈ B \ A. Then, let t2
be the index of the greatest number of the form “jq(i1, k)”. That is,

t2 :=

{
i1 + 2, if i1 ∈ A,

i1 + q + 1, if i1 /∈ A.

We proceed defining
jq(i2, k) := mt2+k
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for every k ∈ {1, 2} if i2 ∈ A or k ∈ {1, ..., q + 1} if i2 ∈ B \ A. We iterate
this process from Equation (3.6) with t3 instead of t2 and so on until jq is
defined for all of its domain.

With these functions in hand, see that for every k ∈ {1, ..., q}, by Pro-
position 3.1.6,∥∥∥∥∥∥
∑
i∈A

ai(xjq(i,2) − xjq(i,1)) +
∑

i∈B\A

ai(xjq(i,k+1) − xjq(i,k))

∥∥∥∥∥∥ ≤ (1 + εr)

∥∥∥∥∥∑
i∈B

aiyi

∥∥∥∥∥ .
Then let q ∈ N and n ∈ N be arbitrary with n ≤ q. We will use this to
expand the expression∥∥∥∥∥∥n

∑
i∈A

ai(xjq(i,2) − xjq(i,1)) +
n∑

k=1

∑
i∈B\A

ai(xjq(i,k+1) − xjq(i,k))

∥∥∥∥∥∥ (3.7)

with the triangle inequality as

(3.7) ≤
n∑

k=1

∥∥∥∥∥∥
∑
i∈A

ai(xjq(i,2) − xjq(i,1)) +
∑

i∈B\A

ai(xjq(i,k+1) − xjq(i,k))

∥∥∥∥∥∥
≤

n∑
k=1

(1 + εr)

∥∥∥∥∥∑
i∈B

aiyi

∥∥∥∥∥ = n(1 + εr)

∥∥∥∥∥∑
i∈B

aiyi

∥∥∥∥∥ .
By dividing both sides by n, we have∥∥∥∥∥∥
∑
i∈A

ai(xjq(i,2) − xjq(i,1)) +
1

n

∑
i∈B\A

ai(xjq(i,q+1) − xjq(i,1))

∥∥∥∥∥∥ ≤ (1+εr)

∥∥∥∥∥∑
i∈B

aiyi

∥∥∥∥∥ .
By the fact that (xn)n∈N is loosely spreading, there is some C > 0 such that
∥
∑

i∈B\A ai(xjq(i,q+1) − xjq(i,1))∥ < C for any q ∈ N. By the reverse triangle
inequality,∥∥∥∥∥∑
i∈A

ai(xjq(i,2) − xjq(i,1))

∥∥∥∥∥− 1

n

∥∥∥∥∥∥
∑

i∈B\A

ai(xjq(i,q+1) − xjq(i,1))

∥∥∥∥∥∥ ≤ (1+εr)

∥∥∥∥∥∑
i∈B

aiyi

∥∥∥∥∥
and ∥∥∥∥∥∑

i∈A

ai(xjq(i,2) − xjq(i,1))

∥∥∥∥∥− 1

n
C ≤ (1 + εr)

∥∥∥∥∥∑
i∈B

aiyi

∥∥∥∥∥ .
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Now, to get the inequality we desire, we need only deal with the specific
indices of x on the left-hand side, which is no problem when we have almost
invariance under spreading. That is, by Proposition 3.1.6, for all q ∈ N we
have r < jq(i1, 1) < ... < jq(ir, k) (for either k = 2 if ir ∈ A or k = q + 1 if
ir /∈ A) and∥∥∥∥∥∑

i∈A

aiyi

∥∥∥∥∥− 1

n
C ≤ (1 + εr)

∥∥∥∥∥∑
i∈A

ai(xjq(i,2) − xjq(i,1))

∥∥∥∥∥− 1 + εr
n

C

≤ (1 + εr)
2

∥∥∥∥∥∑
i∈B

aiyi

∥∥∥∥∥ .
Since this holds for q and n arbitrarily large, we are left with∥∥∥∥∥∑

i∈A

aiyi

∥∥∥∥∥ ≤ (1 + εr)
2

∥∥∥∥∥∑
i∈B

aiyi

∥∥∥∥∥ .

To move forward in “refining” the properties of a loosely spreading se-
quence, we will need to rely on a looser connection between the sequence
we will achieve and our original sequence than simply taking subsequences.
This “connection” we aim to maintain as we strive for sequences with better
properties is defined in what follows.

Definition 3.1.8. Let X and Y be infinite-dimensional Banach spaces. We
say that Y is K-finitely representable in X if for every finite dimen-
sional subspace E of Y there exists a subspace F of X and an isomorphism
T : E → F with distortion no greater than K, i.e. ∥T∥ · ∥T−1∥ ≤ K. Y is
said to be crudely finitely representable on X if it is K-finitely repres-
entable in X for some K > 1. Lastly, Y is said finitely representable in
X if it is K-finitely representable for all K > 1.

The concept of finite representability was introduced by James in 1967
[13] and serves as the local counterpart to a Banach space X containing
an isomorphic copy of an (infinite-dimensional) Banach space Y . As our
approach makes great use of sequences, we translate these notions to this
context.
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Definition 3.1.9. Let X and Y be infinite-dimensional Banach spaces. We
say that a sequence (yn)n∈N in Y is K-block finitely representable on a
sequence (xn)n∈N in X if for each n ∈ N there exists u1, ..., un vectors in X of

the form uj =
∑mj−1

i=mj−1
αixi for all j ∈ {1, ..., n} (where m0 < m2 < ... < mn),

such that ∥∥∥∥∥
n∑

i=1

aiui

∥∥∥∥∥ ≤

∥∥∥∥∥
n∑

i=1

aiyi

∥∥∥∥∥ ≤ K

∥∥∥∥∥
n∑

i=1

aiui

∥∥∥∥∥ (3.8)

holds for all scalars a1, ..., an. Similarly, if (yn)n∈N is K-block finitely rep-
resentable in (xn)n∈N for some K, we say that (yn)n∈N is crudely block
finitely representable on (xn)n∈N. If it is so for all K > 1, we say that
(yn)n∈N is block finitely representable on (xn)n∈N.

The fact that for block finite representability we want to prove the exist-
ence of blocks, gives us some flexibility in how we may state the above defini-
tion. That is, there are blocks u1, ..., un for which Inequality (3.8) holds for a
given arbitrary K > 1 if, and only if, there are blocks ũ1, ..., ũn (ũi =

√
Kzi,

for 1 ≤ i ≤ n) where

1√
K

∥∥∥∥∥
n∑

i=1

aiũi

∥∥∥∥∥ ≤

∥∥∥∥∥
n∑

i=1

aiyi

∥∥∥∥∥ ≤
√
K

∥∥∥∥∥
n∑

i=1

aiũi

∥∥∥∥∥ .
holds for all scalars a1, ..., an. Which in turn means that, for block finite
representability, Inequality (3.8) is equivalent to saying that for any ε > 0
there are blocks u1, ..., un such that

1

1 + ε

∥∥∥∥∥
n∑

i=1

aiui

∥∥∥∥∥ ≤

∥∥∥∥∥
n∑

i=1

aiyi

∥∥∥∥∥ ≤ (1 + ε)

∥∥∥∥∥
n∑

i=1

aiui

∥∥∥∥∥
holds for all scalars a1, ..., an.

It is easy to see that the relation of block finite representability is trans-
itive. To ease our work in what follows, we frame it as a Lemma:

Lemma 3.1.10. Let (xn)n∈N, (yn)n∈N and (zn)n∈N be sequences in Banach
spaces X, Y and Z, respectively. Then, if (yn)n∈N is block finitely represent-
able in (xn)n∈N and (zn)n∈N is block finitely representable in (yn)n∈N, (zn)n∈N
is block finitely representable in (xn)n∈N.

Proof. Suppose (yn)n∈N is block finitely representable in (xn)n∈N and (zn)n∈N
is block finitely representable in (yn)n∈N. Fix n ∈ N and some ε > 0, then
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there are blocks u1, ..., un and v1, ..., vn of (xn)n∈N and (yn)n∈N, respectively,
such that

1

1 + ε

∥∥∥∥∥
n∑

i=1

aiui

∥∥∥∥∥ ≤

∥∥∥∥∥
n∑

i=1

aiyi

∥∥∥∥∥ ≤ (1 + ε)

∥∥∥∥∥
n∑

i=1

aiui

∥∥∥∥∥ (3.9)

and
1

1 + ε

∥∥∥∥∥
n∑

i=1

aivi

∥∥∥∥∥ ≤

∥∥∥∥∥
n∑

i=1

aizi

∥∥∥∥∥ ≤ (1 + ε)

∥∥∥∥∥
n∑

i=1

aivi

∥∥∥∥∥ (3.10)

for any n ∈ N and scalars a1, ..., an. For all 1 ≤ j ≤ n we may write
vj =

∑mj−1
i=mj−1

αjyi where m0 < ... < mn are natural numbers and αi scalars

for all i ∈ {1, ...,mn − 1}. And, clearly, ũj :=
∑mj−1

i=mj−1
αjui, for all j ∈ N,

defines a sequence of disjoint successive blocks of (xn)n∈N. So, if we put
together (3.9) and (3.10) we have that for any ε > 0

1

(1 + ε)2

∥∥∥∥∥∥
n∑

j=1

aj

mj−1∑
i=mj−1

αjui

∥∥∥∥∥∥ ≤

∥∥∥∥∥
n∑

i=1

aizi

∥∥∥∥∥ ≤ (1 + ε)2

∥∥∥∥∥∥
n∑

j=1

aj

mj−1∑
i=mj−1

αjui

∥∥∥∥∥∥
holds for all scalars a1, ..., an. Since the choices of ε > 0 and n ∈ N were
arbitrary, we have that (zn)n∈N is block finitely representable in (xn)n∈N.

Proposition 3.1.11. Let (xn)n∈N be a loosely spreading sequence. Then
there exists a sequence (yn)n∈N (of nonzero vectors) in some Banach space Y
which is block finitely representable in (xn)n∈N and

i. Is invariant under spreading.

ii. Satisfies ∥∥∥∥∥∑
i∈A

aiyi

∥∥∥∥∥ ≤

∥∥∥∥∥∑
i∈B

aiyi

∥∥∥∥∥
for all A ⊆ B ⊆ N with B finite and any scalars {ai : i ∈ B}.

Proof. Let (εn)n∈N be a sequence of positive non-zero real numbers converging
to 0 and (yn)n∈N be the sequence given by Corollary 3.1.7 for (xn)n∈N and
(εn)n∈N. We define a norm ∥ · ∥0 on c00, the space of finitely supported scalar
sequences, as follows: ∥∥∥∥∥

m∑
i=1

aiei

∥∥∥∥∥
0

:= lim
n→∞

∥∥∥∥∥
m∑
i=1

aiyn+i

∥∥∥∥∥ (3.11)
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where (en)n∈N is the unit vector basis on c00. To see that the limit does in fact
exist for an arbitrary

∑m
i=1 aiei, we first note that any linear combination of

(yn)n∈N is a linear combination of (xn)n∈N and thus it is also loosely spreading
and satisfies property (3.4) for some sequence (mn)n∈N. Then, for ms ≥ m∥∥∥∥∥

m∑
i=1

aiyji

∥∥∥∥∥−
∥∥∥∥∥

m∑
i=1

aiyki

∥∥∥∥∥ ≤ εs

∥∥∥∥∥
m∑
i=1

aiyki

∥∥∥∥∥ ≤ εs

m∑
i=1

|ai|∥yi∥ ≤ εs

m∑
i=1

|ai|C(2)

(3.12)
whenever ms < j1 < ... < jm and ms < k1 < ... < km are elements
of (mn)n∈N. As this would work analogously if we switched the places of
j1, ..., jm and k1, ..., km, we have∣∣∣∣∣

∥∥∥∥∥
m∑
i=1

aiyji

∥∥∥∥∥−
∥∥∥∥∥

m∑
i=1

aiyki

∥∥∥∥∥
∣∣∣∣∣ ≤ εs

m∑
i=1

|ai|C(2).

Given that
∑m

i=1 |ai|C(2) is fixed we can choose s to make εs arbitrarily small
and then for all r, t ≥ s we’ll have that∣∣∣∣∣

∥∥∥∥∥
m∑
i=1

aiyr+i

∥∥∥∥∥−
∥∥∥∥∥

m∑
i=1

aiyt+i

∥∥∥∥∥
∣∣∣∣∣

is as small as we wished, which means that (∥
∑m

i=1 aiyn+i∥)n∈N is a Cauchy
sequence and the limit in Equation (3.11) does exist.

Let Y be the completion of (c00, ∥ · ∥0) and represent by (yn)n∈N the
sequence (en+1 − en)n∈N. Then, whenever we have j1 < ... < jm,∥∥∥∥∥

m∑
i=1

aiei

∥∥∥∥∥
0

= lim
n→∞

∥∥∥∥∥
m∑
i=1

aiyn+i

∥∥∥∥∥ = lim
n→∞

∥∥∥∥∥
m∑
i=1

aiyn+ji

∥∥∥∥∥ =

∥∥∥∥∥
m∑
i=1

aieji

∥∥∥∥∥
0

.

So (en)n∈N is in fact invariant under spreading. And from this it follows that
(yn)n∈N is also 1-spreading:∥∥∥∥∥

m∑
i=1

aiyi

∥∥∥∥∥
0

=

∥∥∥∥∥
m∑
i=1

ai(ei+1 − ei)

∥∥∥∥∥
0

=

∥∥∥∥∥
m∑
i=1

ai(eji+1 − eji)

∥∥∥∥∥
0

=

∥∥∥∥∥
m∑
i=1

aiyji

∥∥∥∥∥
0

.

To prove the second property, first consider A ⊆ B ⊆ N finite subsets
and fix some choice of scalars {ai : i ∈ B}. Now, for each n we construct a
family {σk : k ∈ B} of subsets of N satisfying the following:
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• If k ∈ A we let σk = {rk,1, rk,2} for two natural numbers rk,1 < rk,2.

• If k ∈ B \ A, we let σk = {rk,1, ..., rk,n+1} where rk,1 < ... < rk,n+1 are
natural numbers.

• If k1, k2 ∈ B and k1 ≤ k2 then maxσk1 < minσk2 .

To construct a family like this, we can write B = {t1, ..., tr} for some r ∈ N
and satisfying t1 < ... < tr, and then define the sets σk along the order of
the natural numbers, always choosing σk+1 as to satisfy the last point above.
Since we always take finite natural numbers, we can always proceed to the
next step up until we’ve constructed σtr and we’re done.

With these sets and the fact that (en)n∈N is 1-spreading, we have that for
all 1 ≤ s ≤ n∥∥∥∥∥∑

i∈B

aiyi

∥∥∥∥∥
0

=

∥∥∥∥∥∑
i∈B

ai(ei+1 − ei)

∥∥∥∥∥
0

=

∥∥∥∥∥∥
∑
i∈A

ai(eri,2 − eri,1) +
∑

i∈B\A

ai(eri,s+1
− eri,s)

∥∥∥∥∥∥
0

If we sum these equalities we get

n

∥∥∥∥∥∑
i∈B

aiyi

∥∥∥∥∥
0

=
n∑

s=1

∥∥∥∥∥∥
∑
i∈A

ai(eri,2 − eri,1) +
∑

i∈B\A

ai(eri,s+1
− eri,s)

∥∥∥∥∥∥
0

≥

∥∥∥∥∥∥n
∑
i∈A

ai(eri,2 − eri,1) +
n∑

s=1

∑
i∈B\A

ai(eri,s+1
− eri,s)

∥∥∥∥∥∥
0

=

∥∥∥∥∥∥n
∑
i∈A

ai(eri,2 − eri,1) +
∑

i∈B\A

ai(eri,n+1
− eri,1)

∥∥∥∥∥∥
0

≥ n

∥∥∥∥∥∑
i∈A

ai(eri,2 − eri,1)

∥∥∥∥∥
0

−

∥∥∥∥∥∥
∑

i∈B\A

ai(eri,n+1
− eri,1)

∥∥∥∥∥∥
0
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and so, using again the invariance under spreading of (en)n∈N,

n

∥∥∥∥∥∑
i∈B

aiyi

∥∥∥∥∥
0

≥ n

∥∥∥∥∥∑
i∈A

ai(eri,2 − eri,1)

∥∥∥∥∥
0

−
∑

i∈B\A

|ai|
∥∥(eri,n+1

− eri,1)
∥∥
0

≥ n

∥∥∥∥∥∑
i∈A

aiyi

∥∥∥∥∥
0

− 2
∑

i∈B\A

|ai| ∥e1∥0 .

From the fact that 2
∑

i∈B\A |ai| ∥e1∥0 has a fixed value, and∥∥∥∥∥∑
i∈A

aiyi

∥∥∥∥∥
0

− 2

n

∑
i∈B\A

|ai| ∥e1∥0 ≤

∥∥∥∥∥∑
i∈B

aiyi

∥∥∥∥∥
0

holds for all n ∈ N, we have what we wished to prove.
Lastly, we verify that (yn)n∈N is block finitely representable in (xn)n∈N.

Since yn is equal to xm2n − xm2n−1 , for all n ∈ N, by Lemma 3.1.10, it is
clearly enough to show that (yn)n∈N is block finitely representable in (yn)n∈N.
Similarly, given that (yn)n∈N = (en+1−en)n∈N, we need only show that (en)n∈N
is block finitely representable in (yn)n∈N.

Fix ε > 0 and n ∈ N and let D be an arbitrary but finite set of scalar
n-tuples satisfying

∑n
i=1 |an| = 1. From what we showed in Proposition 3.1.6,

we know that it is enough to prove that there are blocks u1, ..., un of (yn)n∈N
such that for all scalar n-tuples (a1, ..., an) ∈ D we have

1

1 + ε

∥∥∥∥∥
n∑

i=1

aiui

∥∥∥∥∥ ≤

∥∥∥∥∥
n∑

i=1

aiei

∥∥∥∥∥
0

≤ (1 + ε)

∥∥∥∥∥
n∑

i=1

aiui

∥∥∥∥∥ .
To see this, consider some δ > 0. From the definition of ∥·∥0 we know that for
each (a1, ..., an) ∈ D, there is m(a1, ..., an) such that for all s ≥ m(a1, ..., an),∣∣∣∣∣

∥∥∥∥∥
n∑

i=1

aiys+i

∥∥∥∥∥−
∥∥∥∥∥

n∑
i=1

aiei

∥∥∥∥∥
0

∣∣∣∣∣ < δ.

Let m := max{m(a1, ..., an) : (a1, ..., an) ∈ D}, ui = ym+i for 1 ≤ i ≤ n and

c1 = min

{∥∥∥∥∥
n∑

i=1

aiei

∥∥∥∥∥
0

: (a1, ..., an) ∈ D

}
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c2 = min

{∥∥∥∥∥
n∑

i=1

aiui

∥∥∥∥∥ : (a1, ..., an) ∈ D

}
.

It is easily seen from the definition of (yn)n∈N, and from the definition of the
norm ∥ · ∥0 that (un)n∈N and (en)n∈N are both loosely spreading, from which
it follows that c1 and c2 are both non-zero. So, let δ = εmin{c1, c2}. Then,∥∥∥∥∥

n∑
i=1

aiym+i

∥∥∥∥∥ ≤

∥∥∥∥∥
n∑

i=1

aiei

∥∥∥∥∥
0

+ δ ≤

∥∥∥∥∥
n∑

i=1

aiei

∥∥∥∥∥
0

+ εc1

≤ (1 + ε)

∥∥∥∥∥
n∑

i=1

aiei

∥∥∥∥∥
0

So,

1

1 + ε

∥∥∥∥∥
n∑

i=1

aiui

∥∥∥∥∥ ≤

∥∥∥∥∥
n∑

i=1

aiei

∥∥∥∥∥
0

.

Similarly, ∥∥∥∥∥
n∑

i=1

aiei

∥∥∥∥∥
0

≤

∥∥∥∥∥
n∑

i=1

aiym+i

∥∥∥∥∥+ δ ≤

∥∥∥∥∥
n∑

i=1

aiui

∥∥∥∥∥+ εc2

≤ (1 + ε)

∥∥∥∥∥
n∑

i=1

aiui

∥∥∥∥∥ .

One feature of this sequence (yn)n∈N is that the choice of signs in the
linear combinations

∑n
i=1 aiyi has a limited influence on the norm of the

resulting linear combination. That is,

Corollary 3.1.12. Let (xn)n∈N be a loosely spreading sequence. Then, (yn)n∈N
defined in Proposition 3.1.11 satisfies∥∥∥∥∥∑

i∈A

aiyi

∥∥∥∥∥ ≤ 2

∥∥∥∥∥∑
i∈B

ϵiaiyi

∥∥∥∥∥ .
for any given finite sets A ⊆ B ⊆ N, all scalars ai and all signs ϵi ∈ {−1, 1},
where i ∈ B.
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Proof. Let A = {j1, ..., jn} ⊆ B be finite subsets of N, {ai : i ∈ B} a set
of scalars and {ϵi : i ∈ B} a set of signs. We define D = {1, ..., 2n} and
let d2i−1 := aji and d2i = −aji for all i ∈ {1, ..., n}. Now, by using both
properties given by Proposition 3.1.11, we verify:∥∥∥∥∥∑

i∈A

aiyi

∥∥∥∥∥ =

∥∥∥∥∥
n∑

i=1

ajiyji

∥∥∥∥∥ ≤

∥∥∥∥∥
2n∑
i=1

diyi

∥∥∥∥∥ =

∥∥∥∥∥∑
i∈D

diyi

∥∥∥∥∥ .
We may then separate from

∑
i∈D diyi the sum of n vectors by choosing, for

every i ∈ {1, .., n}, d2i−1 when ϵji = 1 and d2i whenever ϵji = −1, as to
produce a sum with the chosen signs for the scalars:∥∥∥∥∥∑

i∈A

aiyi

∥∥∥∥∥ ≤

∥∥∥∥∥
n∑

i=1

ϵjiajiypi −
n∑

i=1

ϵjiajiyqi

∥∥∥∥∥
≤

∥∥∥∥∥
n∑

i=1

ϵjiajiypi

∥∥∥∥∥+

∥∥∥∥∥
n∑

i=1

ϵjiajiyqi

∥∥∥∥∥
where p1 < ... < pn, q1 < ... < qn and {p1, ..., pn} ∪ {q1, ..., qn} = B. Since
(yn)n∈N is invariant under spreading,∥∥∥∥∥∑

i∈A

aiyi

∥∥∥∥∥ ≤

∥∥∥∥∥
n∑

i=1

ϵjiajiyji

∥∥∥∥∥+

∥∥∥∥∥
n∑

i=1

ϵjiajiyji

∥∥∥∥∥ = 2

∥∥∥∥∥∑
i∈A

ϵiaiyi

∥∥∥∥∥ .
If we use the second property of Proposition 3.1.11 we get∥∥∥∥∥∑

i∈A

aiyi

∥∥∥∥∥ ≤ 2

∥∥∥∥∥∑
i∈A

ϵiaiyi

∥∥∥∥∥ ≤ 2

∥∥∥∥∥∑
i∈B

ϵiaiyi

∥∥∥∥∥ .

With the next theorem we will study, we aim to relate a loosely spreading
sequence (xn)n∈N to a sequence with properties stronger than the ones seen
so far. We will look for a sequence that, while still being invariant under
spreading, is “invariant under different choices of signs” for the scalars in
their linear combinations, a condition which is known as 1-unconditionality.
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Definition 3.1.13. Let X be a normed space and (xn)n∈N a sequence in X.
We say that (xn)n∈N is 1-unconditional if∥∥∥∥∥

n∑
i=1

ϵiaizi

∥∥∥∥∥ =

∥∥∥∥∥
n∑

i=1

aizi

∥∥∥∥∥
for all n ∈ N, scalars a1, ..., an and ϵ1, ..., ϵn ∈ {−1, 1}.

As per usual, much of our interest lies in basic sequences and, similarly
to invariance under spreading, there are many familiar examples of such
sequences which are 1-unconditional:

Example 3.1.14. The standard Schauder bases for c0 and ℓp for 1 ≤ p < ∞,
are 1-unconditional.

For a basic sequence which is not 1-unconditional, we make use of Ex-
ample 3.1.3.

Example 3.1.15. The basic sequence (gn)n∈N of Example 3.1.3 is not 1-
unconditional.

Proof.
∥g2 + g3∥ = ∥2e2 + e3∥ ≠ ∥e3∥ = ∥ − g2 + g3∥.

and so (gn)n∈N is not 1-unconditional.

It turns out 1-unconditionality has a number of interesting consequences.
One of these, for instance, addresses the apparent advantage real normed
spaces have over complex normed spaces, given that we can use these signs
to turn any a ∈ R into an |a|, while the same doesn’t work when a has a
non-zero imaginary component.

Lemma 3.1.16. Let X be a normed space and (xn)n∈N a 1-unconditional
sequence on X. Then, for any n ∈ N and a1, ..., an scalars, we have∥∥∥∥∥

n∑
i=1

αiaixi

∥∥∥∥∥ ≤

∥∥∥∥∥
n∑

i=1

aixi

∥∥∥∥∥ ,
for any α1, ..., αn ∈ [−1, 1]. Furthermore, if X is complex,∥∥∥∥∥

n∑
i=1

θiaixi

∥∥∥∥∥ ≤ 2

∥∥∥∥∥
n∑

i=1

aixi

∥∥∥∥∥ ,
for any θ1, ..., θn in the complex unit circle.



3.1. REFINING SEQUENCES 43

Proof. Let n ∈ N be fixed and take a1, ..., an to be arbitrary scalars.
We begin by proving that the inequality holds if we add αj to a single

j ∈ {1, ..., n} (i.e. αi = 1 for i ̸= j). Without loss of generality, we assume
j = n. To prove the inequality we are after, we will make use of a specific
convex combination:

Fix α ∈ [−1, 1] and β = (1 − α)/2 ≥ 0. Then, one may check that∥∥∥∥∥
n−1∑
i=1

aixi + αanxn

∥∥∥∥∥ =

∥∥∥∥∥(1 − β)
n∑

i=1

aixi + β

(
n−1∑
i=1

aixi − anxn

)∥∥∥∥∥
≤ (1 − β)

∥∥∥∥∥
n∑

i=1

aixi

∥∥∥∥∥+ β

∥∥∥∥∥
n−1∑
i=1

aixi − anxn

∥∥∥∥∥ .
By the 1-unconditionality of (xn)n∈N,∥∥∥∥∥

n−1∑
i=1

aixi + αanxn

∥∥∥∥∥ ≤ (1 − β)

∥∥∥∥∥
n∑

i=1

aixi

∥∥∥∥∥+ β

∥∥∥∥∥
n∑

i=1

aixi

∥∥∥∥∥ ≤

∥∥∥∥∥
n∑

i=1

aixi

∥∥∥∥∥ .
Note that this holds for all scalars a1, .., an and α ∈ [−1, 1] and that it is still
true when α is multiplying any aj with 1 ≤ j ≤ n. To get to the general
inequality, it is a simple matter of recursively applying this while adding
α1, α2, ..., αn.

For the second assertion, suppose X is complex, fix n ∈ N again and let
θ1, ..., θn be in the complex unit circle. We may then represent θj = αj + iβj

where αj, βj ∈ [−1, 1] for 1 ≤ j ≤ n. Then, by the triangle inequality and
what we have just proven,∥∥∥∥∥

n∑
i=1

θiaixi

∥∥∥∥∥ ≤

∥∥∥∥∥
n∑

i=1

αiaixi

∥∥∥∥∥+

∥∥∥∥∥i
n∑

i=1

βiaixi

∥∥∥∥∥ ≤ 2

∥∥∥∥∥
n∑

i=1

aixi

∥∥∥∥∥ .
Lastly, we verify that unconditional sequences behave monotonously.

Lemma 3.1.17. Let X be a Banach space and (xn)n∈N a 1-unconditional
sequence in X. Then, ∥∥∥∥∥∑

i∈A

aixi

∥∥∥∥∥ ≤

∥∥∥∥∥∑
i∈B

aixi

∥∥∥∥∥
for any finite subsets A ⊆ B ⊆ N and {ai : i ∈ B} scalars. In particular, if
xn ̸= 0 for all n ∈ N, (xn)n∈N is a basic sequence.
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Proof. Suppose that there is some 1-unconditional sequence (xn)n∈N ⊆ X,
m ∈ N, A ⊆ B ⊆ {1, ...,m} and scalars {ai : i ∈ B} such that∥∥∥∥∥∑

i∈A

aixi

∥∥∥∥∥ >

∥∥∥∥∥∑
i∈B

aixi

∥∥∥∥∥ .
Then,

2

∥∥∥∥∥∑
i∈A

aixi

∥∥∥∥∥ ≤

∥∥∥∥∥∥
∑
i∈A

aixi +
∑

i∈B\A

aixi

∥∥∥∥∥∥+

∥∥∥∥∥∥
∑
i∈A

aixi −
∑

i∈B\A

aixi

∥∥∥∥∥∥
=

∥∥∥∥∥∥
∑
i∈A

aixi +
∑

i∈B\A

aixi

∥∥∥∥∥∥+

∥∥∥∥∥∥
∑
i∈A

aixi +
∑

i∈B\A

aixi

∥∥∥∥∥∥
< 2

∥∥∥∥∥∑
i∈A

aixi

∥∥∥∥∥
and we arrive at a contradiction.

If xn ̸= 0 for all n ∈ N, (xn)n∈N satisfies the basic sequence criterion.

Finally, we consolidate our efforts so far in the following theorem:

Theorem 3.1.18. Let (xn)n∈N be a loosely spreading sequence in a Banach
space X. Then there exists a normalized basic sequence (zn)n∈N in some
Banach space Y which is block finitely representable in (xn)n∈N and

i. Is invariant under spreading.

ii. Is 1-unconditional.

Proof. From Proposition 3.1.11 we have a 1-spreading sequence (yn)n∈N, in a
Banach space Y , which is block finitely representable in (xn)n∈N and satisfies
Corollary 3.1.12. With Lemma 3.1.10 we reduce our problem to proving
that there is some (zn)n∈N which is block finitely representable in (yn)n∈N
(and satisfies the remaining conditions of the statement). It is easy to see
that by normalizing (yn)n∈N we don’t lose the block finite representability
on (xn)n∈N, so as a further simplification, we shall assume that it is the case
that ∥yn∥ = 1 for all n ∈ N.



3.1. REFINING SEQUENCES 45

Now we will deal separately with the only two possibilities we have. The
first being that ∥∥∥∥∥

n∑
i=1

yi

∥∥∥∥∥ n→∞−−−→ ∞.

In this case, let k, n ∈ N be fixed and consider Ak,1, ..., Ak,n to be ordered
tuples of 2k consecutive integers, that is,

Ak,i = (ji, ji + 1, ..., ji + 2k − 1),

with ji + 2k < ji+1 for all i ∈ {1, ..., n − 1}. We will use these integers to
define blocks of the form

uk,i := yji − yji+1 + yji+2 − yji+3 + ...− yji+2k−1.

By Corollary 3.1.12, we see that

∥uk,i∥ ≥ 1

2

∥∥∥∥∥
2k∑
i=1

yi

∥∥∥∥∥ k→∞−−−→ ∞. (3.13)

To simplify our calculations, we shall work with the normalized blocks vk,i,
defined as vk,i := uk,i/∥uk,i∥.

Given a1, ..., an scalars and ϵ1, ..., ϵn in {−1, 1}, we define for every Ak,i

the linear isometry Ti : span{yj : j ∈ Ak,i} → span{yj : j ∈ Ak,i} given by
the linear extension of Ti(yj) = −yj+1, if ϵi = −1, and by Ti = I, if ϵi = 1.
Whenever ϵi = −1, we have

∥Tivk,i − vk,i∥ = ∥uk,i∥−1∥ − (yji+1 − ...− yji+2k) − (yji − ...− yji+2k−1)∥
= ∥uk,i∥−1∥yji+2k − yji∥

which we may, by the invariance under spreading, rewrite as

∥Tivk,i − vk,i∥ = ∥uk,1∥−1∥y2 − y1∥.
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And, when ϵi = 1 the difference ∥Tivk,i − vk,i∥ is clearly 0. Then∥∥∥∥∥
n∑

i=1

aiTi(vk,i) −
n∑

i=1

aivk,i

∥∥∥∥∥ ≤ ∥uk,1∥−1

n∑
i=1

|ai|∥y2 − y1∥

≤ ∥uk,1∥−1

n∑
i=1

|ai|(∥y2∥ + ∥y1∥)

= 2∥uk,1∥−1

n∑
i=1

|ai|

≤ 2∥uk,1∥−1n max
1≤i≤n

|ai|.

Since |ai| ≤ ∥aivk,i∥ ≤ ∥
∑n

j=1 ajvk,j∥ for all i ∈ {1, ..., n} (by Proposi-
tion 3.1.11), it holds, for all k ∈ N, that∥∥∥∥∥

n∑
i=1

aiTi(vk,i) −
n∑

i=1

aivk,i

∥∥∥∥∥ ≤ 2n∥uk,1∥−1

∥∥∥∥∥
n∑

i=1

aivk,i

∥∥∥∥∥ .
From (3.13) we know that for any given m ∈ N there is some large enough
k(m) ∈ N such that∥∥∥∥∥

n∑
i=1

aiTi(vk(m),i) −
n∑

i=1

aivk(m),i

∥∥∥∥∥ ≤ 1

m

∥∥∥∥∥
n∑

i=1

aivk(m),i

∥∥∥∥∥
and(

1 − 1

m

)∥∥∥∥∥
n∑

i=1

aivk(m),i

∥∥∥∥∥ ≤

∥∥∥∥∥
n∑

i=1

aiTi(vk(m),i)

∥∥∥∥∥ ≤
(

1 +
1

m

)∥∥∥∥∥
n∑

i=1

aivk(m),i

∥∥∥∥∥ .
Remark. Note that while we omit the indices k and n, Ti also depends on
them. By taking different values of k we are also changing the functions Ti.

The reason we defined the functions Ti as such was precisely to introduce
a given choice of signs ϵ1, ..., ϵn to vk,1, ..., vk,n. While there was a shift in the
indices of yn, to make the above calculations possible, it is inconsequential
in face of invariance under spreading (keeping in mind that we purposefully
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left gaps between the sets Ai):∥∥∥∥∥
n∑

i=1

aiTi(vk,i)

∥∥∥∥∥ =

∥∥∥∥∥∥∥
∑

1≤i≤n
ϵi=1

aiϵivk,i +
∑

1≤i≤n
ϵi=−1

aiϵi∥uk,i∥−1(yji+1 − ... + yji+2k)

∥∥∥∥∥∥∥
=

∥∥∥∥∥∥∥
∑

1≤i≤n
ϵi=1

aiϵivk,i +
∑

1≤i≤n
ϵi=−1

aiϵi∥uk,i∥−1(yji − ... + yji+2k−1)

∥∥∥∥∥∥∥
=

∥∥∥∥∥∥∥
∑

1≤i≤n
ϵi=1

aiϵivk,i +
∑

1≤i≤n
ϵi=−1

aiϵivk,i

∥∥∥∥∥∥∥ =

∥∥∥∥∥
n∑

i=1

aiϵivk,i

∥∥∥∥∥ .
So,(

1 − 1

m

)∥∥∥∥∥
n∑

i=1

aivk(m),i

∥∥∥∥∥ ≤

∥∥∥∥∥
n∑

i=1

aiϵivk(m),i

∥∥∥∥∥ ≤
(

1 +
1

m

)∥∥∥∥∥
n∑

i=1

aivk(m),i

∥∥∥∥∥ .
(3.14)

With this we have a sense of “crude unconditionality”. To get a sequence
that is actually 1-unconditional, we will use the same argument as in the end
of Proposition 3.1.6: For every k ∈ N,∥∥∥∥∥

n∑
i=1

aivk,i

∥∥∥∥∥ ≤
n∑

i=1

|ai|∥vk,i∥ =
n∑

i=1

|ai|,

so it follows that (∥
∑n

i=1 aivk,i∥)k∈N is a bounded sequence in R and has a
converging subsequence ((∥

∑n
i=1 aivks,i∥)s∈N. As the subsequence (kn)n∈N is

dependent on the choice of (a1, ..., an, 0, ...) ∈ c00 and since c00 is separable,
just as we did before, we recursively take subsequences (kr+1,n)n∈N of the pre-
vious index subsequence (kr,n)n∈N for all vectors in the dense countable subset
of c00 (we’ll assume to be the set of sequences on c00 with elements on Q or
Q+ iQ), guaranteeing that for the p-th vector of this set, say (b1, ..., bq, 0, ...),
the sequence (∥

∑q
i=1 bivkr,n,i∥)n∈N converges for any choice of r ≥ p.

We denote by (kn)n∈N the diagonal sequence (kn,n)n∈N from the sub-
sequences we got on the previous step. As this sequence still holds the
property that for any vector (b1, ..., bq, 0, ...) of the chosen dense subset of
c00, (∥

∑q
i=1 bivkn,i∥)n∈N converges, we have that this will also work for any
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vector (a1, ..., am, 0, ...) in c00, since given any ε > 0 we need only take a
rational sequence (b1, ..., bm, 0, ...) satisfying sup1≤i≤m |ai − bi| < ε/(4m) and
n0 to be such that ∥

∑m
i=1 bivkn,i −

∑m
i=1 bivkn0 ,i

∥ < ε/2 for all n ≥ n0. Then,

∥∥∥∥∥
m∑
i=1

aivkn,i −
m∑
i=1

aivkn0 ,i

∥∥∥∥∥ ≤

∥∥∥∥∥
m∑
i=1

(ai − bi)(vkn,i − vkn0 ,i
)

∥∥∥∥∥
+

∥∥∥∥∥
m∑
i=1

bi(vkn,i − vkn0 ,i
)

∥∥∥∥∥
≤

m∑
i=1

|ai − bi|∥vkn,i − vkn0 ,i
∥ +

ε

2

≤m sup
1≤i≤m

|ai − bi|(∥vkn,i∥ + ∥vkn0 ,i
∥) +

ε

2

≤2m
ε

4m
+

ε

2
= ε, ∀n ≥ n0.

With this, we have a function ∥ · ∥0 : c00 → [0,+∞) such that

∥(a1, ..., am, 0, ...)∥0 := lim
n→∞

∥∥∥∥∥
m∑
i=1

aivkn,i

∥∥∥∥∥ .
As the notation suggests, this turns out to be a norm. For the most part, the
verification of this fact follows easily from the fact that ∥ · ∥ is a norm and
the limit is linear. And ∥x∥0 = 0 ⇐⇒ x = 0 follows from the properties of
(vkn,i)n∈N.

Finally, we take (en)n∈N to be the unit vector basis in the completion Z
of (c00, ∥ · ∥0) and verify the following:

• It is block finitely representable in (xn)n∈N.
Let m ∈ N and ε > 0, by the same argument, using the definition of
the norm ∥ · ∥0 as in Proposition 3.1.11.

• It is 1-unconditional.
Given any choice of signs ϵ1, ..., ϵm ∈ {−1, 1} by the inverse triangle
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inequality and Inequality (3.14)∣∣∣∣∣
∥∥∥∥∥

m∑
i=1

aiei

∥∥∥∥∥
0

−

∥∥∥∥∥
m∑
i=1

aiϵiei

∥∥∥∥∥
0

∣∣∣∣∣ =

∣∣∣∣∣ lim
n→∞

∥∥∥∥∥
m∑
i=1

aivkn,i

∥∥∥∥∥− lim
n→∞

∥∥∥∥∥
m∑
i=1

aiϵivkn,i

∥∥∥∥∥
∣∣∣∣∣

= lim
n→∞

∣∣∣∣∣
∥∥∥∥∥

m∑
i=1

aivkn,i

∥∥∥∥∥−
∥∥∥∥∥

m∑
i=1

aiϵivkn,i

∥∥∥∥∥
∣∣∣∣∣ = 0.

• It is 1-spreading.
It follows from the fact that (vn)n∈N is 1-spreading. Take j1 < ... < jn,
then∥∥∥∥∥

m∑
i=1

aiei

∥∥∥∥∥
0

= lim
n→∞

∥∥∥∥∥
m∑
i=1

aivkn,i

∥∥∥∥∥ = lim
n→∞

∥∥∥∥∥
m∑
i=1

aivkn,ji

∥∥∥∥∥ =

∥∥∥∥∥
m∑
i=1

aieji

∥∥∥∥∥
0

.

We now turn to the second case3, in which there is some M > 0 such that∥∥∥∥∥
n∑

i=1

yi

∥∥∥∥∥ ≤ M, ∀n ∈ N.

Let (en)n∈N be the unit vector basis in (c0, ∥ · ∥∞), the (Banach) space of
scalar sequences converging to zero, with the norm given by

∥(an)n∈N∥∞ := sup
n∈N

|an|.

We will proceed to show that (en)n∈N is the desired (zn)n∈N sequence. From
Examples 3.1.2 and 3.1.14 we have that (en)n∈N is invariant under spread-
ing and 1-unconditional, which leaves us to prove that it is block finitely
representable in (yn)n∈N:

Let m ∈ N and a1, ..., am be scalars. First, note that from the fact that
(en)n∈N is 1-unconditional and normalized we have∥∥∥∥∥

m∑
i=1

aiei

∥∥∥∥∥
∞

= sup
1≤i≤m

|ai| ≤

∥∥∥∥∥
m∑
i=1

aiyi

∥∥∥∥∥ .
3Since (∥

∑n
i=1 yi∥)n∈N is non-decreasing, this is the only remaining possibility
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By Hahn-Banach’s theorem we assert the existence of a norm one bounded
linear functional φ : Y → R such that φ(

∑m
i=1 aiyi) = ∥

∑m
i=1 aiyi∥. Further-

more, we define ϵi = φ(yi)/|φ(yi)| when φ(yi) ̸= 0, and ϵi = 0 otherwise, for
all i ∈ {1, ...,m}. By Corollary 3.1.12,∥∥∥∥∥

m∑
i=1

aiyi

∥∥∥∥∥ = φ

(
m∑
i=1

aiyi

)
≤

m∑
i=1

|ai||φ (yi) |

≤
m∑
i=1

max
1≤i≤m

|ai|ϵiφ (yi) = φ

(
m∑
i=1

ϵiyi

)
max
1≤i≤m

|ai|

≤

∥∥∥∥∥
m∑
i=1

ϵiyi

∥∥∥∥∥ max
1≤i≤m

|ai| ≤ 2M

∥∥∥∥∥
m∑
i=1

aiei

∥∥∥∥∥
∞

holds for any m ∈ N and any real scalars a1, ..., am. If Y is complex and
a1, ..., am are arbitrary complex scalars of the form aj = αj + iβj for all
j ∈ {1, ...,m}, then∥∥∥∥∥

m∑
j=1

(αj + iβj)yj

∥∥∥∥∥ ≤

∥∥∥∥∥
m∑
j=1

αjyj

∥∥∥∥∥+

∥∥∥∥∥i
m∑
j=1

βjyj

∥∥∥∥∥
≤ 2M

∥∥∥∥∥
m∑
j=1

αjej

∥∥∥∥∥
∞

+ 2M

∥∥∥∥∥
m∑
j=1

βjej

∥∥∥∥∥
∞

≤ 4M

∥∥∥∥∥
m∑
j=1

(αj + iβj)ej

∥∥∥∥∥
∞

.

Altogether we have∥∥∥∥∥
m∑
i=1

aiei

∥∥∥∥∥
∞

≤

∥∥∥∥∥
m∑
i=1

aiyi

∥∥∥∥∥ ≤ 4M

∥∥∥∥∥
m∑
i=1

aiei

∥∥∥∥∥
∞

for all m ∈ N and scalars a1, ..., am. To get to block finite representability,
we need only construct the appropriate blocks. To do this, first we define βn,
for all n ∈ N, to be the least positive real numbers such that∥∥∥∥∥

m∑
i=n

aiyi

∥∥∥∥∥ ≤ βn

∥∥∥∥∥
m∑
i=n

aiei

∥∥∥∥∥
∞
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for all m > n and all an, ..., am scalars. Then (βn)n∈N is a monotonously
decreasing sequence contained in [1, 4M ] and converges to some β ≥ 1. Given
any fixed ε > 0, there is some n0 ∈ N such that βn <

√
1 + εβ for all n ≥ n0.

From the definition of βn0 we know that there is some n1 ∈ N and some
choice of scalars bn0 , ..., bn1−1 such that

βn0

∥∥∥∥∥
n1−1∑
i=n0

biei

∥∥∥∥∥
∞

<
√

1 + ε

∥∥∥∥∥
n1−1∑
i=n0

biyi

∥∥∥∥∥ ,
We then fix u1 :=

∑n1−1
i=n0

biyi which we can, and do, assume to be normalized.

Suppose, that uk =
∑nk−1

i=nk−1
biyi has norm 1 and choose nk+1 > nk and

bnk
, ..., bnk+1−1 to be such that uk+1 :=

∑nk+1−1
i=nk

biyi has norm 1 and satisfies

βnk

∥∥∥∥∥
nk+1−1∑
i=nk

biei

∥∥∥∥∥
∞

<
√

1 + ε

∥∥∥∥∥
nk+1−1∑
i=nk

biyi

∥∥∥∥∥ .
By induction, we have a normalized sequence of disjoint and successive blocks
u1, u2, ... of (yn)n∈N. And, for all n ∈ N,∥∥∥∥∥

n∑
i=1

aiei

∥∥∥∥∥
∞

≥ max {|aj| : 1 ≤ j ≤ n} = max

|aj|

∥∥∥∥∥∥
nj−1∑

i=nj−1

biyi

∥∥∥∥∥∥ : 1 ≤ j ≤ n


≥ max

|aj|
βnj−1√
1 + ε

∥∥∥∥∥∥
nj−1∑

i=nj−1

biei

∥∥∥∥∥∥
∞

: 1 ≤ j ≤ n


≥ β

βn0

√
1 + ε

max

βn0

∥∥∥∥∥∥aj
nj−1∑

i=nj−1

biei

∥∥∥∥∥∥
∞

: 1 ≤ j ≤ n


≥ 1

1 + ε
βn0

∥∥∥∥∥∥
n∑

j=1

aj

nj−1∑
i=nj−1

biei

∥∥∥∥∥∥
∞

≥ 1

1 + ε

∥∥∥∥∥∥
n∑

j=1

aj

nj−1∑
i=nj−1

biyi

∥∥∥∥∥∥
≥ 1

1 + ε

∥∥∥∥∥
n∑

j=1

ajuj

∥∥∥∥∥ ,
so, by the triangle inequality,∥∥∥∥∥

n∑
i=1

aiei

∥∥∥∥∥
∞

≤

∥∥∥∥∥
n∑

i=1

aiui

∥∥∥∥∥ ≤ (1 + ε)

∥∥∥∥∥
n∑

i=1

aiei

∥∥∥∥∥
∞
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holds for all scalars a1, ..., an. Which means that (en)n∈N is block finitely
representable in (yn)n∈N, as required.

3.2 Spectral theory and ultrapowers

Aside from what we have proved so far, some concepts are still needed. These
concepts represent important tools in Banach space theory by themselves.
Specifically, we make use of notions from spectral theory and from the study
of ultraproducts of Banach spaces. While a proper discussion of the origins
of spectral theory requires more paragraphs than we can afford here, and is
already neatly done by Steen in [24], we note that the notion of the spectrum
we adopt came from the work of Hilbert in the turn of the twentieth century
which largely predates functional analysis itself.

Let us begin with the notion of the spectrum of a bounded linear operator.
As it heavily relies on complex analysis, there is a frequent assumption that
the Banach spaces discussed in what follows are complex. To better serve
the reader, we still mention this fact, when relevant, in the statement of
definitions and results.

Definition 3.2.1. Let X be a complex Banach space and T : X → X a
bounded linear operator. We define the set ρ(T ), called the resolvent of
T to be the set of all scalars λ, called regular values, for which T − λI is
a bijection. We call the set σ(T ) := C \ ρ(T ) the spectrum of T and the
scalars in σ(T ) spectral values.

By the open mapping theorem, we see that the scalar λ ∈ C is a regular
value of T if, and only if, T − λI is an isomorphism. Intuitively, we think of
spectral values as −λI perturbations to operators which disturb them from
being isomorphisms.

Clearly, if λ is an eigenvalue of T , that is, ker(T − λI) ̸= {0}, then
λ ∈ σ(T ). In fact, if X is a finite-dimensional space, the spectrum of T
is precisely the set of eigenvalues of T . As we usually assume that a given
Banach space is infinite-dimensional, we have more possibilities for spectral
values. One way in which these perturbations λI take advantage of the
structure of infinite-dimensional spaces, is by “approximating the behavior
of an eigenvector through a sequence”. By this we mean the following: we
call a scalar λ an approximate eigenvalue if there is a sequence (xn)n∈N
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in X of norm one vectors, called an approximate eigenvector, such that

∥Txn − λxn∥ → 0.

For finite dimensional complex vector spaces, it is well-known that any lin-
ear transformation has eigenvalues. While there are bounded linear operators
without eigenvalues, one may question if there can be a bounded linear op-
erator on a complex Banach space with empty spectrum. The answer to this
is given by the following theorem.

Theorem 3.2.2. Let X ̸= {0} be a complex Banach space and T : X → X a
bounded linear operator. Then the spectrum of T is non-empty and compact
in C.

A reader so inclined as to search for the proof of this fact could check
Kreyszig’s book [15]. It turns out, we can not only guarantee that the spec-
trum of a bounded linear operator is non-empty, but also that it contains an
approximate eigenvalue.

Lemma 3.2.3. Let X ̸= {0} be a complex Banach space and T : X → X
a bounded linear operator. Then ∂σ(T ) ̸= ∅ and every λ in ∂σ(T ) (i.e.
σ(T ) \ Int(σ(T ))) is an approximate eigenvalue of T .

Proof. Since C is connected and σ(T ) is compact and non-empty, σ(T ) can’t
be an open set, so ∂σ(T ) ̸= ∅.

Take λ ∈ ∂σ(T ). Then there are (λn)n∈N ⊆ ρ(T ) such that λn → λ.
Suppose, by contradiction, that ∥(T − λnI)−1∥ ≤ M for some M > 0. Then,
there is some n > 1 such that

∥I − (T − λI)(T − λnI)−1∥ ≤ ∥(T − λnI)−1∥∥(T − λnI) − (T − λI)∥
≤ M |λn − λ| < 1.

Let S = I− (T −λI)(T −λnI)−1. It is then a standard verification that since
∥S∥ < 1,

∑∞
i=0 S

i is the inverse of I − S = (T − λI)(T − λnI)−1. From this
we get that (T − λI) is invertible, which is a contradiction because σ(T ) is
closed. So we may take (λnj

)j∈N such that

∥(T − λnj
I)−1∥ j→∞−−−→ ∞.
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Choose a subsequence (xn)n∈N ⊆ X such that ∥xj∥ = 1 for all j ∈ N satisfying

∥(T − λnj
I)−1xj∥

j→∞−−−→ ∞. Then, let vj :=
(T−λnj I)

−1xj

∥(T−λnj I)
−1xj∥ . So,

∥(T − λI)vj∥ ≤ ∥(T − λnj
I)vj∥ + |λnj

− λ|∥vj∥,

and (vn)n∈N is an approximate eigenvector, since ∥(T − λI)vn∥
n→∞−−−→ 0.

With an approximate eigenvalue at hand, we move to the last ingredient
needed for the result we seek in spectral theory (Proposition 3.2.12); some
notions of ultrapowers of Banach spaces are needed. As a historical note,
Krivine himself, alongside Dacunha-Castelle, was responsible for the intro-
duction of ultraproducts into Banach space theory in 1972 [6]. Ever since,
the concept has kept deep ties with finite-representability and the local study
of Banach spaces [12].

To build an ultrapower, we first need to present the notion of a filter, the
dual concept to the ideal, presented in Definition 2.2.2.

Definition 3.2.4. Let X be a set. We call a collection F of subsets of X a
filter on X if

1. ∅ /∈ F

2. If A ⊆ B and A ∈ F then B ∈ F .

3. If A1, ..., Ak ∈ F , then
⋂k

n=1An ∈ F .

Additionally, if F is maximal with respect to inclusion (i.e. if there is no
filter G on X where F ⊊ G), we call it an ultrafilter.

As a notion dual to an ideal, filters represent a notion of largeness, and
with it, we may, for instance, define different concepts of convergence.

Let F be a filter on a set I. We say that a sequence (an)n∈N of real values
converges to a through F if, for any ε > 0, we have

{n ∈ N : an ∈ (a− ε, a + ε)} ∈ F .

In which case we denote it by limF an = a. As it is standard for limits in
analysis, limF an need not exist for a given sequence (an)n∈N, but when it
does, it is unique (to see this, suppose the opposite and since R is Hausdorff,
we would be able to find A,B ∈ F disjoint, which is a contradiction to the
definition of a filter). In this context, we present two examples of filters on N:
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Example 3.2.5. Let m ∈ N, then Fm := {A ∈ P(N) : m ∈ A} is an
ultrafilter on N, and limFm an = a if, and only if, am = a.

Example 3.2.6. The set F∞ := {A ∈ P(N) : ∃n(n ∈ N ∧ [n,+∞) ⊆ A)} is
a filter on N and limF∞ an = a if, and only if, limn→∞ an = a.

Since these are straightforward verifications, we leave them to the reader.
Among the ultrafilters of a given set, in this case N, those of the form Fn are
known as principal ultrafilters, whereas filters which are not of the form
Fn, for some n ∈ N, are called non-principal ultrafilters. These play an
important role in studies relating to ultrafilters, to see why this distinction
is relevant, we make use of a fundamental property of ultrafilters:

Lemma 3.2.7. Let X be a set and U an ultrafilter on X. Then, for any
A ⊆ X, we either have A ∈ U or X \ A ∈ U .

While we already have a characterization for convergence on principal
ultrafilters, for non-principal ultrafilters we’ll find quite a different scenario.

Lemma 3.2.8. Every non-principal ultrafilter U on N contains F∞.

Proof. Let U be a non-principal ultrafilter on N and take some m ∈ N. By
Lemma 3.2.7, either {1, ...,m} ∈ U or [m,+∞) ∈ U . However, since U is
non-principal, there are A1, ..., Am ∈ U where n /∈ An for 1 ≤ n ≤ m. Which
means {1, ...,m} /∈ U , because we would have

∅ = {1, ...,m} ∩
m⋂

n=1

An ∈ U .

Given that m ∈ N was arbitrary, we have found that F∞ ⊆ U .

More broadly, a filter of the form F∞ on an arbitrary set X is known as
the cofinite filter on X, and the property above works exactly in the same
way.

With this, we may now view a nonprincipal ultrafilter U on N as a way
to generalize the concept of convergence of a sequence of real numbers (since
F∞ ⊆ U , we have that limn→∞ an = a =⇒ limU an = a), which is naturally
very promising for analysis. But before diving into their use in our studies,
it is important to address the existence of non-principal ultrafilters on N. A
easy way of seeing that these do in fact exist, is by using another fundamental
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lemma, which states that any filter has a unique extension to an ultrafilter.
With this, we may construct an ultrafilter from F∞, which clearly will not
be principal. The proof of this follows a standard argument using Zorn’s
lemma.

Lemma 3.2.9. Let X be a set and F a filter on X. Then, there exists an
ultrafilter on X with F ⊆ U .

Finally, we explore some other properties of limits on non-principal ul-
trafilters on N.

Lemma 3.2.10. Let U be a non-principal ultrafilter on N and (an)n∈N a
sequence of real numbers. Then, if (an)n∈N ∈ ℓ∞, limU an exists and

inf
n∈N

an ≤ lim
U

an ≤ sup
n∈N

an.

Proof. Let (an)n∈N be a sequence of real numbers in ℓ∞, then

(an)n∈N ⊆ [ inf
n∈N

an, sup
n∈N

an] =: X.

Suppose, by contradiction, that (an)n∈N doesn’t converge through U to some
value in X. Then, for every x ∈ X, there is some ε(x) > 0 such that

{n ∈ N : an ∈ (x− ε(x), x + ε(x)} /∈ U .

Since X is compact, {Bε(x)(x) : x ∈ X} is an open covering of X and
admits a finite subcover {Bε(x1)(x1), ..., Bε(xn)(xm)}. From the fact that U
is an ultrafilter, we have {n ∈ N : an /∈ (xi − ε(xi), xi + ε(xi)} ∈ U for all
1 ≤ i ≤ m and so

∅ =
m⋂
i=1

{n ∈ N : an /∈ (xi − ε(xi), xi + ε(xi)} ∈ U

which contradicts the definition of a filter.

Now, to make use of these structures, we begin by constructing a vector
space: Let (X, ∥ · ∥) be a Banach space and U a nonprincipal ultrafilter on
N, we define the ℓ∞-product of X as the normed space of bounded sequences
in X

ℓ∞(X) :=

{
(xn)n∈N ∈ XN : sup

n∈N
∥xn∥ < ∞

}
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with norm ∥(xn)n∈N∥∞ = supn∈N ∥xn∥. From the fact that X is complete,
we have that ℓ∞(X) is Banach. We then use a nonprincipal ultrafilter to
define a seminorm on ℓ∞(X):

∥(xn)n∈N∥U := lim
U

∥xn∥.

We denote the kernel of ∥·∥U by c0,U(X). We may then consider the quotient
space ℓ∞(X)/c0,U(X) together with the quotient norm

∥[(xn)n∈N]U∥ := inf{∥(yn)n∈N∥∞ : (yn)n∈N ∈ [(xn)n∈N]U}.

Since c0,U(X) is closed in ℓ∞(X), it is a Banach space called an ultrapower
of X and denoted by XU .

Lemma 3.2.11. Let X be a Banach space and U a non-principal ultrafilter
on N. Then,

∥[(xn)n∈N]U∥ = ∥(xn)n∈N∥U , for all [(xn)n∈N]U ∈ XU .

Proof. Let [(xn)n∈N]U ∈ XU be fixed. If (yn)n∈N ∈ [(xn)n∈N]U we have
limU ∥xn − yn∥ = 0 and then ∥(yn)n∈N∥U = ∥(xn)n∈N∥U . By Lemma 3.2.10,

∥(xn)n∈N∥U = ∥(yn)n∈N∥U ≤ sup
n∈N

∥yn∥,

for all (yn)n∈N ∈ [(xn)n∈N]U , and ∥(xn)n∈N∥U ≤ ∥[(xn)n∈N)]U∥.
On the other hand, if we let m := limU ∥xn∥ we may define a sequence

(zn)n∈N by

zn :=

{
m

∥xn∥xn, if xn ̸= 0,

0, otherwise.

Then, either ∥xn − zn∥ = m − ∥xn∥ or ∥xn − zn∥ = 0 for any n ∈ N, so
limU ∥xn − zn∥ = 0. And, clearly,

inf{∥(yn)n∈N∥∞ : (yn)n∈N ∈ [(xn)n∈N]U} ≤ ∥(zn)n∈N∥∞ = m = ∥(xn)n∈N∥U ,

so ∥[(xn)n∈N)]U∥ = ∥(xn)n∈N∥U .

While we keep our discussion of this concept brief4, there are several
natural questions one might ask after the construction of an ultrapower of a

4The interested reader could see Heinrich’s book [12] for a more in-depth discussion of
the topic
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Banach space. For instance, how could we relate a bounded linear operator
T : X → Y to an operator between ultrapowers of X and Y ? A natural way
to do this is defining TU : XU → YU by

TU([(xn)n∈N]U) := [(Txn)n∈N]U .

To see that this map is consistent with the equivalence classes of XU and YU ,
we need only verify that

lim
U

∥xn − yn∥ = 0 =⇒ lim
U

∥Txn − Tyn∥ = 0 (3.15)

for any (xn)n∈N, (yn)n∈N ∈ ℓ∞(X). If T = 0 this is trivial, and given that for
each ε > 0 we have that {n ∈ N : ∥xn − yn∥ < ε/∥T∥} ∈ U we know that

{n ∈ N : ∥Txn − Tyn∥ < ε} ⊇ {n ∈ N : ∥T∥∥xn − yn∥ < ε} ∈ U

which means that for all ε > 0, {n ∈ N : ∥Txn − Tyn∥ < ε} ∈ U , veri-
fying (3.15). TU is then called an ultrapower of T , and is a bounded
linear operator. Linearity follows trivially, so we focus only on the bounded-
ness, which is a simple consequence of Lemma 3.2.10 when we consider
(an)n∈N = (∥T∥ − ∥Txn∥)n∈N for any (xn)n∈N in the sphere of ℓ∞(X).

Remark. To simplify our notation going forward, we may choose to avoid
using the subscript U , but we recommend the reader to keep in mind the de-
tails of the constructions we are using. A specific example of this is when
denoting vectors in ultraproducts, it is often important that these are equival-
ence classes of sequences of vectors in X. In light of this, and to illustrate
our omission of the subscript U , we denote the equivalence class [(xn)n∈N]U ,
of a given Banach space ultrapower XU , simply as [(xn)n∈N].

Now we can phrase the final proposition we wish to explore in this sec-
tion, which essentially asserts that given any two commuting bounded linear
operators on a complex Banach space one can always find a sequence that
is an approximate eigenvector to both operators simultaneously (where their
associated approximates eigenvalues need not be the same).

Proposition 3.2.12. Let X ̸= {0} be a complex Banach space and let
T : X → X and S : X → X be bounded linear operators that commute, i.e.
where ST = TS. Let λ be any approximate eigenvalue of T . Then there
exists µ ∈ σ(S) and a sequence (un)n∈N in the unit sphere of X such that

∥Tun − λun∥
n→∞−−−→ 0 and ∥Sun − µun∥

n→∞−−−→ 0.
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Proof. Let X ̸= {0} be a complex Banach space, T : X → X and S : X → X
be bounded linear operators that commute and let λ be an approximate
eigenvalue of T with an approximate eigenvector (xn)n∈N. If U is a non-
principal ultrafilter on N, we may consider the ultrapowers TU : XU → XU
and SU : XU → XU we find that

1. TU and SU commute.
For any [(xn)n∈N] ∈ XU ,

TU ◦ SU [(xn)n∈N] = [(TSxn)n∈N] = [(STxn)n∈N]

= SU ◦ TU [(xn)n∈N].

2. λ is an eigenvalue of TU and [(xn)n∈N] is an eigenvector of TU corres-
ponding to λ.

(TU − λI)[(xn)n∈N] = [(Txn − λxn)n∈N] = 0,

since limn→∞ ∥Txn − λxn∥ = 0 =⇒ limU ∥Txn − λxn∥ = 0.

If we then set E to be the eigenspace of TU corresponding to λ, we have
that E is a closed non-trivial subspace of XU (as it is the kernel of TU − λI)
and thus a non-trivial complex Banach space on its own. To see why this is
interesting to us, notice first that given any x ∈ E:

TU(SUx) = SU(TUx) = SU(λx) = λ(SUx).

which means that SUx lies in E for every x ∈ E, which means that E is an
SU -invariant subspace.

With this, we may denote the restriction of SU to E as SU |E : E → E and
apply Lemma 3.2.3 to find an approximate eigenvalue µ with corresponding
approximate eigenvalue (yn)n∈N ⊆ E. Naturally, λ is also an approximate
eigenvalue of TU with approximate eigenvector (yn)n∈N. Then,

lim
n→∞

∥TUyn − λyn∥U = 0 and lim
n→∞

∥SUyn − µyn∥U = 0. (3.16)

We’ll focus now on transferring this property to X. To do this, first see that
since (yn)n∈N is an approximate eigenvalue, ∥ym∥U = 1 for all m ∈ N. We
prove then that, for any fixed m ∈ N, there is some (zm,n)n∈N ∈ ℓ∞(X) such
that (zm,n)n∈N ∈ ym and ∥zm,n∥ = 1 for all n,m ∈ N:
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Let (ym,n)n∈N be some element of ym and (zm,n)n∈N its normalization
(whenever ym,n = 0, simply let zm,n be an arbitrary norm 1 vector). Since
∥ym∥ = limU ∥ym,n∥ = 1, for any 0 < ε < 1,

A := {n ∈ N : ∥ym,n∥ ∈ (1 − ε, 1 + ε)} ∈ U .

Then 1 − ε ≤ ∥ym,n∥ ≤ 1 + ε for all n ∈ A and

∥zm,n − ym,n∥ ≤
∣∣∣∣1 − 1

∥ym,n∥

∣∣∣∣ ∥ym,n∥ ≤ ε

∥ym,n∥
∥ym,n∥ = ε

for all n ∈ A. So,

A ⊆ {n ∈ N : ∥ym,n − zm,n∥ < ε} ∈ U .

and since this is valid for all 0 < ε < 1, it is also true for any ε > 0, and
limU ∥ym,n − zm,n∥ = 0, which confirms that (zm,n)n∈N ∈ ym.

With this in mind, let (zm,n)n∈N be a normalized representative of ym, for
all m ∈ N. We’ll use this and Equations (3.16) to get our desired sequence
in X. First, fix k ∈ N and take mk ∈ N such that

∥TUymk
− λymk

∥U <
1

2k
and ∥SUymk

− ymk
∥U <

1

2k
.

which we rewrite as

lim
U

∥Tzmk,n − λzmk,n∥ <
1

2k
and lim

U
∥Szmk,n − µzmk,n∥ <

1

2k
.

From this there is A,B ∈ U such that

∥Tzmk,n − λzmk,n∥ <
1

2k−1
and ∥Szmk,s − µzmk,s∥ <

1

2k−1

for all n ∈ A and s ∈ B. Given that A∩B ∈ U and A∩B cannot be empty,
we may take some nk ∈ A∩B. Finally, if we define uk := zmk,nk

for all k ∈ N,
we will have a sequence (un)n∈N in the unit sphere of X satisfying

∥Tun − λun∥
n→∞−−−→ 0 and ∥Sun − µun∥

n→∞−−−→ 0,

as claimed.
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One application of this proposition, that will come to be useful in the
next section, consists of finding approximate eigenvalues and a shared ap-
proximate eigenvector for specific “spreading operators”, operators tailored
to some 1-spreading sequence that will allow us to relate their behavior to
certain spectral values. To “spread” the vectors of the given sequence we
take advantage of the ordering of the rationals (actually, of Q+∩ (0, 1)), so it
is worth noting that changing the indexing set of a sequence changes what it
means for that sequence to be 1-spreading, as N and Q have fundamentally
different linear orders (there is no order isomorphism between them).

Proposition 3.2.13. Let Y ̸= {0} be a complex Banach space and (vr)r∈Q+∩(0,1)
a non-null sequence in Y that

i. is 1-spreading. That is, ∥
∑n

i=1 aivri∥ = ∥
∑n

i=1 aivsi∥ for all n ∈ N,
scalars a1, ..., an and positive rationals 0 < r1 < ... < rn < 1 and
0 < s1 < ... < sn < 1.

ii. satisfies ∥
∑n

i=1 aivri∥ = ∥
∑n

i=1 θiaivri∥ for all n ∈ N, scalars a1, ..., an,
r1, ..., rn ∈ Q+ ∩ (0, 1) and θ1, ..., θn scalars in the unit sphere of C.

Let W0 := span{vr : r ∈ Q+ ∩ (0, 1)} be a subspace of Y and W its closure.
Then, the operators T, S : W → W given by

Tvr = v r
2

+ v r+1
2

and Svr = v r
3

+ v r+1
3

+ v r+2
3

for all r ∈ Q+ ∩ (0, 1), have approximate eigenvalues λ and µ, respectively,
and an approximate eigenvector (un)n∈N such that

∥Tun − λun∥Y
n→∞−−−→ 0 and ∥Sun − µun∥Y

n→∞−−−→ 0.

Furthermore, we can assume that 1 ≤ λ ≤ 2, 1 ≤ µ ≤ 3, and that (un)n∈N is
a sequence of vectors in W0 with non-negative real coordinates.

Proof. Let Y be a Banach space, (vr)r∈Q+∩(0,1) a sequence in Y and W0, all
as described. We begin by constructing linear operators T0, S0 : W0 → W0

from the linear extension of

T0vr = v r
2

+ v r+1
2

and S0vr = v r
3

+ v r+1
3

+ v r+2
3

for all r ∈ Q+∩(0, 1). This way, T0 maps any given vector x from W0 to a sum
of two vectors with the same distribution as x and coordinates in Q+∩ (0, 1

2
)
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and Q+ ∩ (1
2
, 1), respectively. Similarly, S0 maps any vector from W0 to the

sum of three vectors, each with the same distribution as x but coordinates
in Q+ ∩ (0, 1

3
), Q+ ∩ (1

3
, 2
3
) and Q+ ∩ (2

3
, 1). This simple construction allows

us to easily check that

T0S0

(
n∑

i=1

aivri

)
= T0

(
n∑

i=1

aiv ri
3

+
n∑

i=1

aiv ri+1

3
+

n∑
i=1

aiv ri+2

3

)

=
5∑

j=0

n∑
i=1

aiv ri+j

6
= S0

(
n∑

i=1

aiv ri
2

+
n∑

i=1

aiv ri+1

2

)

= S0T0

(
n∑

i=1

aivri

)
,

for all
∑n

i=1 aivri ∈ W0, so T0 and S0 commute. And, using that (vr)r∈Q+∩(0,1)
is 1-spreading, we see that

∥∥∥∥∥T0

(
n∑

i=1

aivri

)∥∥∥∥∥
Y

=

∥∥∥∥∥
n∑

i=1

aiv ri
2

+
n∑

i=1

aiv ri+1

2

∥∥∥∥∥
Y

≤

∥∥∥∥∥
n∑

i=1

aiv ri
2

∥∥∥∥∥
Y

+

∥∥∥∥∥
n∑

i=1

aiv ri+1

2

∥∥∥∥∥
Y

= 2

∥∥∥∥∥
n∑

i=1

aivri

∥∥∥∥∥
Y

and∥∥∥∥∥S0

(
n∑

i=1

aivri

)∥∥∥∥∥
Y

=

∥∥∥∥∥
n∑

i=1

aiv ri
3

+
n∑

i=1

aiv ri+1

3

n∑
i=1

aiv ri+2

3

∥∥∥∥∥
Y

≤

∥∥∥∥∥
n∑

i=1

aiv ri
3

∥∥∥∥∥
Y

+

∥∥∥∥∥
n∑

i=1

aiv ri+1

3

∥∥∥∥∥
Y

+

∥∥∥∥∥
n∑

i=1

aiv ri+2

3

∥∥∥∥∥
Y

= 3

∥∥∥∥∥
n∑

i=1

aivri

∥∥∥∥∥
Y

,

for an arbitrary
∑n

i=1 aivri ∈ W0, so both operators are bounded. Using
Lemma 3.1.16 and the fact that (vr)r∈Q+∩(0,1) is 1-unconditional, we can go
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further and prove that∥∥∥∥∥T0

(
n∑

i=1

aivri

)∥∥∥∥∥
Y

=

∥∥∥∥∥
n∑

i=1

aiv ri
2

+
n∑

i=1

aiv ri+1

2

∥∥∥∥∥
Y

≥

∥∥∥∥∥
n∑

i=1

aiv ri
2

∥∥∥∥∥
Y

=

∥∥∥∥∥
n∑

i=1

aivri

∥∥∥∥∥
Y

and ∥∥∥∥∥S0

(
n∑

i=1

aivri

)∥∥∥∥∥
Y

=

∥∥∥∥∥
n∑

i=1

aiv ri
3

+
n∑

i=1

aiv ri+1

3

n∑
i=1

aiv ri+2

3

∥∥∥∥∥
Y

≥

∥∥∥∥∥
n∑

i=1

aiv ri
3

∥∥∥∥∥
Y

=

∥∥∥∥∥
n∑

i=1

aivri

∥∥∥∥∥
Y

,

for all
∑n

i=1 aivri ∈ W0.
Then, we extend T0 and S0 to operators T : W → W and S : W → W ,

respectively. From what we just proved we immediately get that, for any
x ∈ W ,

∥x∥Y ≤ ∥Tx∥Y ≤ 2∥x∥Y and ∥x∥Y ≤ ∥Sx∥Y ≤ 3∥x∥Y . (3.17)

And, given that T and S commute on W0, TS − ST is a bounded linear
operator which is null on a dense subset of its domain so, by continuity,
TS = ST . Then, by Proposition 3.2.12, there are λ, µ ∈ C and (w̃n)n∈N in
the sphere of W such that

∥Tw̃n − λw̃n∥Y
n→∞−−−→ 0 and ∥Sw̃n − µw̃n∥Y

n→∞−−−→ 0.

Since W0 is dense in W , we may choose a sequence (w′
n)n∈N ⊆ W0 such that

∥w′
n−w̃n∥Y ≤ 1

2n
for all n ∈ N. It follows, then, that 1− 1

2n
≤ ∥w′

n∥Y ≤ 1+ 1
2n

and if we define wn := w′
n

∥w′
n∥Y

we have that

∥wn − w̃n∥Y ≤ ∥wn − w′
n∥Y + ∥w′

n − w̃n∥Y ≤ 1/2n

∥w′
n∥Y

∥w′
n∥Y +

1

2n
=

1

2n−1

for all n ∈ N, so ∥wn−w̃n∥ → 0. So there is a sequence (wn)n∈N in the sphere
of W0 such that

∥Twn − λwn∥Y
n→∞−−−→ 0 and ∥Swn − µwn∥Y

n→∞−−−→ 0.
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Now, since each wk is an element of W0 we may write wk =
∑nk

i=1 bk,ivri
(where r1 < ... < rnk

) and define uk :=
∑nk

i=1 |bk,i|vri for all k ∈ N. So that

∥Tuk − |λ|uk∥Y =

∥∥∥∥∥
nk∑
i=1

|bk,i|v ri
2

+

nk∑
i=1

|bk,i|v ri+1

2
−

nk∑
i=1

|λ||bk,i|vri

∥∥∥∥∥
Y

≤

∥∥∥∥∥
nk∑
i=1

bk,iv ri
2

+

nk∑
i=1

bk,iv ri+1

2
−

nk∑
i=1

λbk,ivri

∥∥∥∥∥
Y

= ∥Twk − λwk∥Y

by ii. and Lemma 3.1.16 with an appropriate choice of θ’s and α’s. Which
means that ∥Tun − |λ|un∥ → 0. Analogously, we have ∥Sun − |µ|un∥ → 0.
Lastly, from property ii. we check that ∥uk∥Y = ∥wk∥Y = 1 for all k ∈ N, so
(un)n∈N is an approximate eigenvector of T and S with respect to |λ| and |µ|,
respectively. By this, Inequalities (3.17) and the inverse triangle inequality,
we have that

1 − |λ| ≤ ∥Tun∥Y − ∥λun∥Y ≤ |∥Tun∥Y − ∥λun∥Y | ≤ ∥Tun − λun∥Y

for all n ∈ N, so 1 − |λ| ≤ 0 and |λ| ≥ 1. On the other hand, suppose that
|λ| > 2. Then

λ− ∥Tuk∥Y ≤ |λ− ∥Tuk∥Y | = |∥Tuk∥Y − ∥λuk∥Y | ≤ ∥Tuk − λuk∥Y

for all k ∈ N. If we choose s ∈ N such that ∥Tus−λus∥Y ≤ |λ|−2
2

which implies
that ∥Tus∥Y > 2 for a unit vector us, contradicting Inequalities (3.17). Doing
the same for S, we verify that

1 ≤ |λ| ≤ 2 and 1 ≤ |µ| ≤ 3,

as required.

3.3 Krivine’s theorem

In the first section we based ourselves in the work of Brunel and Sucheston
(c.f [3] and [4]), while in the second section we introduced the tools needed
to, and began to present, Lemberg’s proof of Krivine’s theorem [17]. Now,
we tie these ideas together.
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To do this it will be convenient to introduce some notation: We define
by the support of a sequence of scalars (ai)i∈D, for some linearly ordered
set D (for our purposes D will be N, Q+ or Q+ ∩ (0, 1)), the set of indices
i ∈ D such that ai ̸= 0. It is precisely in this sense that c00 is the space of
finitely supported scalar sequences. An interesting special case for when two
sequences (ai)i∈D and (bi)i∈D have disjoint support is when

sup{i ∈ D : ai ̸= 0} < inf{i ∈ D : bi ̸= 0}.

When this is the case, or either sequence is null, we write (ai)i∈D ≺ (bi)i∈D.
Note that this is precisely what we were constructing in the proof of Propos-
ition 3.1.11. Lastly, we say that two sequences

∑∞
i=1 aiei and

∑∞
i=1 biei have

the same distribution if the non-zero coefficients of (a1, ..., an, ...) are the
same, and disposed in the same order, as those of (b1, ..., bn, ...).

Proposition 3.3.1. Let X be a real Banach space, (xn)n∈N a loosely spread-
ing sequence in X. Then there are two real scalars 1 ≤ λ ≤ 2 and 1 ≤ µ ≤ 3,
a real Banach space Z and a normalized basic sequence (e′n)n∈N in Z that is
block finitely representable in (xn)n∈N,

i. is 1-spreading;

ii. is 1-unconditional; and

iii. satisfies∥∥∥∥∥∥z1 +
m2k3s∑
i=1

e′n1+i + z2

∥∥∥∥∥∥
Z

=

∥∥∥∥∥z1 + λkµs

m∑
i=1

e′n1+i + z2

∥∥∥∥∥
Z

,

for all m, k, s, n1 ∈ N and z1 ≺
∑m2k3s

i=1 e′n1+i ≺ z2 with z1, z2 in
span{e′n : n ∈ N}.

Proof. Let X be a Banach space and (xn)n∈N a loosely spreading sequence
in X. From Theorem 3.1.18, we may assume that (xn)n∈N is 1-spreading
and 1-unconditional. Now, let c00 be the space of finitely supported complex
sequences and (vr)r∈Q+ its standard basis indexed by Q+ (that is, vr(j) = δr,j
for all r, j ∈ Q+). Using (xn)n∈N we define ∥ · ∥Y : c00 → R as∥∥∥∥∥

n∑
i=1

aivri

∥∥∥∥∥
Y

:=

∥∥∥∥∥
n∑

i=1

|ai|xi

∥∥∥∥∥
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for any n ∈ N, r1 < ... < rn indices (where we use the order of the rationals)
and a1, ..., an scalars. To see that this is well-defined, we need only check that
adding terms with aj = 0 doesn’t change the value of the function, which is
immediate from the fact that (xn)n∈N is 1-spreading. It is easy then to see
that ∥ · ∥Y is a norm.

Furthermore, from the properties of (xn)n∈N we see that for all r1 < ... < rn,
s1 < ... < sn indices and θ1, ..., θn in the unit sphere of C,∥∥∥∥∥

n∑
i=1

aivri

∥∥∥∥∥
Y

=

∥∥∥∥∥
n∑

i=1

|ai|xi

∥∥∥∥∥ =

∥∥∥∥∥
n∑

i=1

aivsi

∥∥∥∥∥
Y

and ∥∥∥∥∥
n∑

i=1

aivri

∥∥∥∥∥
Y

=

∥∥∥∥∥
n∑

i=1

|ai|xi

∥∥∥∥∥ =

∥∥∥∥∥
n∑

i=1

θiaivri

∥∥∥∥∥
Y

, (3.18)

meaning that (vr)r∈Q+ is 1-spreading and 1-unconditional. Now, let Y be the
completion of (c00, ∥ · ∥Y ) and W the closure of

W0 := span{vr : r ∈ Q+ ∩ (0, 1)}.

Let T, S : W → W be the linear operators defined by

Tvr = v r
2

+ v r+1
2

and Svr = v r
3

+ v r+1
3

+ v r+2
3

for all r ∈ Q+∩(0, 1). By Proposition 3.2.13, T and S are bounded and there
are (rn)n∈N indices in Q+∩(0, 1) and (mn)n∈N in N such that r1 < r2 < ... and
there is a normalized sequence (un)n∈N ⊆ W0, of vectors uk =

∑mk

i=1 bk,ivri
(where bk,i ≥ 0 for all k ∈ N and 1 ≤ i ≤ mk), such that

∥Tun − λun∥Y
n→∞−−−→ 0 and ∥Sun − µun∥Y

n→∞−−−→ 0.

for 1 ≤ λ ≤ 2 and 1 ≤ µ ≤ 3. Similarly to what we did in Proposition 3.2.12,
we will use a non-principal ultrafilter U to construct a new Banach space
which turns our approximate eigenvector (un)n∈N into a proper eigenvector
for both TU and SU . First, we define, for all j, k ∈ N,

uk,j :=

mk∑
i=1

bk,ivj+ri

as the vector with the same distribution as uk but with support on the
interval (j, j+1). It is clear then that any two distinct vectors in the sequence
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(uk,n)n∈N have disjoint support, and it follows from the properties of (vr)r∈Q+

that (uk,n)n∈N is 1-unconditional and 1-spreading.
Now, let U be a non-principal ultrafilter on N, then we denote by Z0 the

space c00 of finitely supported sequences of real numbers together with the
norm ∥∥∥∥∥

m∑
i=1

aie
′
i

∥∥∥∥∥
Z

:= lim
U

∥∥∥∥∥
m∑
i=1

aiun,i

∥∥∥∥∥
Y

and unit vector basis (e′n)n∈N.From the fact that (un)n∈N and thus (un,j)n∈N,
for any j ∈ N, are normalized, we have that∥∥∥∥∥

m∑
i=1

aiun,i

∥∥∥∥∥
Y

≤
m∑
i=1

|ai|∥un,i∥Y =
m∑
i=1

|ai|

and so (∥
∑m

i=1 aiun,i∥)n∈N is bounded, and the limit truly exists for all m ∈ N
and scalars a1, ..., am. We then denote by Z the completion of (Z0, ∥ · ∥Z).
By Lemma 3.1.17 and the definition of the norm ∥ · ∥Z , it is easy to see that
(e′n)n∈N is a normalized, 1-unconditional and 1-spreading basic sequence in
Z. From the definition of the norm ∥ · ∥Z , we can also conclude that for any
ε > 0, m ∈ N and a1, ..., am real scalars with

∑m
i=1 |ai| = 1, there is some n0

such that ∣∣∣∣∣
∥∥∥∥∥

m∑
i=1

aie
′
i

∥∥∥∥∥
Z

−

∥∥∥∥∥
m∑
i=1

aiun0,i

∥∥∥∥∥
Y

∣∣∣∣∣ < ε. (3.19)

Each n0 depends on the choice of scalars a1, ..., am, but since we take them
from the sets

Vε :=

{
n ∈ N :

∣∣∣∣∣
∥∥∥∥∥

m∑
i=1

aie
′
i

∥∥∥∥∥
Z

−

∥∥∥∥∥
m∑
i=1

aiun,i

∥∥∥∥∥
Y

∣∣∣∣∣ < ε

}
in the ultrafilter, and given that the intersection of any arrangement of fi-
nitely many of these sets has non-empty intersection, we may take n0 to
be an element of this intersection so that (3.19) is true for any choice of
a1, ..., am among this arrangement. By what we have seen in the proof of
Proposition 3.1.6, this is enough to guarantee the existence of some n0 which
satisfies (3.19) while not depending on the choice of a1, ..., am (given that∑m

i=1 |ai|). That is, for all ε > 0 and m ∈ N, there is some n0 ∈ N such that∥∥∥∥∥
m∑
i=1

aiun0,i

∥∥∥∥∥
Y

− ε ≤

∥∥∥∥∥
m∑
i=1

aie
′
i

∥∥∥∥∥
Z

≤

∥∥∥∥∥
m∑
i=1

aiun0,i

∥∥∥∥∥
Y

+ ε
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for any real scalars a1, ..., am with
∑m

i=1 |ai|. Since (e′i)n∈N is a normalized
basic sequence, by Example 3.1.5, it is loosely spreading and(

1 − ε

C(m)

)∥∥∥∥∥
m∑
i=1

aiun0,i

∥∥∥∥∥
Y

≤

∥∥∥∥∥
m∑
i=1

aie
′
i

∥∥∥∥∥
Z

≤
(

1 +
ε

c(m)

)∥∥∥∥∥
m∑
i=1

aiun0,i

∥∥∥∥∥
Y

.

By scaling we easily extend the above inequalities to any choice of real scalars
a1, ..., am, ditching the requirement that

∑m
i=1 |ai| = 1. Furthermore, from

the fact that the choice of ε was arbitrary, and that c(m) and C(m) are both
fixed, we may assume that

(1 − ε)

∥∥∥∥∥
m∑
i=1

aiun0,i

∥∥∥∥∥
Y

≤

∥∥∥∥∥
m∑
i=1

aie
′
i

∥∥∥∥∥
Z

≤ (1 + ε)

∥∥∥∥∥
m∑
i=1

aiun0,i

∥∥∥∥∥
Y

(3.20)

holds for all real scalars a1, ..., am. To prove that (e′n)n∈N is block finitely
representable in (xn)n∈N, we simply need to adapt the block sequence (un)n∈N
(notice that the blocks uk are disjoint and successive in the order of the
rationals) into a block sequence of (xn)n∈N: Let s0 = 0, sk :=

∑k−1
i=1 mi and

qk :=
∑mk

j=1 bn0,jxsk+j for all k ∈ N. It is easy to see that (qn)n∈N is a block
sequence of (xn)n∈N. Then, by the definition of ∥ · ∥Y ,∥∥∥∥∥

m∑
i=1

aiun0,i

∥∥∥∥∥
Y

=

∥∥∥∥∥
m∑
i=1

ai

(
mi∑
j=1

bn0,jvi+rj

)∥∥∥∥∥
Y

=

∥∥∥∥∥
m∑
i=1

ai

(
mi∑
j=1

bn0,jxsi+j

)∥∥∥∥∥ =

∥∥∥∥∥
m∑
i=1

aiqi

∥∥∥∥∥
holds for all real scalars a1, ..., an. Substituting by the above equation in
(3.20) we conclude that (e′n)n∈N is block finitely representable in (xn)n∈N.

We continue by fixing two vectors u and v in span{vr : r ∈ Q+ ∩ (0, 1)}
and span{vr : r ∈ Q+ ∩ (3, 4)} respectively. Recall that u ≺ v if, and only if,
max suppQ u < min suppQ v. Then,

u ≺ un,1 ≺ un,2 ≺ v

for every n ∈ N. Here we have made use of intervals in the positive rationals
to keep these vectors disjoint. But the usefulness of this construction doesn’t
end there, the fact that the interval Q+ ∩ (0, 1) doesn’t have a maximal or
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minimal elements, means that there are infinite vectors vr to the left and right
of the support of any given finitely supported vector. Consider Tun ∈ W0,
since this is finitely supported on Q+ ∩ (0, 1), we can find un, vn ∈ W0 with
the same distribution as u and v, respectively, and such that un ≺ Tun ≺ vn.
By the fact that (vr)r∈Q+ is 1-unconditional and 1-spreading, it follows that,

|∥u + un,1 + un,2 + v∥Y − ∥u + λun,1 + v∥Y |
= |∥un + Tun + vn∥Y − ∥un + λun + vn∥Y |
≤ ∥(un + Tun + vn) − (un + λun + un,2 + vn)∥Y
≤ ∥Tun − λun∥Y ,

and so
|∥u + un,1 + un,2 + v∥Y − ∥u + λun,1 + v∥Y |

n→∞−−−→ 0. (3.21)

Now we’ll transfer this result into our new space Z. For this, fix some
j ∈ N and take any z1, z2 ∈ Z0 such that z1 ≺ e′j ≺ e′j+1 ≺ z2. We may

write z1 =
∑j−1

i=1 cie
′
i and z2 =

∑m
i=j+2 cie

′
i for some choice of m ∈ N and

c1, ..., cj−1, cj+2, ..., cm scalars.
Since our choice of u, v above was arbitrary, we may consider them to

have the same distribution as z1 and z2. Then, by (3.21),

∥z1 + e′j + e′j+1 + z2∥Z = lim
U

∥∥∥∥∥
j−1∑
i=1

ciun,i + un,j + un,j+1 +
m∑

i=j+2

ciun,i

∥∥∥∥∥
Y

= lim
U

∥∥∥∥∥
j−1∑
i=1

ciun,i + λun,j +
m∑

i=j+2

ciun,i

∥∥∥∥∥
Y

= ∥z1 + λe′j + z2∥Z .
If we do the same for S instead of T and µ instead of λ, we find the following
identities:

∥z1 + e′j + e′j+1 + z2∥Z = ∥z1 + λe′j + z2∥Z (3.22)

for any z1, z2 ∈ Z0 with z1 ≺ e′j ≺ e′j+1 ≺ z2, and,

∥z1 + e′j + e′j+1 + ej+2 + z2∥Z = ∥z1 + µe′j + z2∥Z (3.23)

for any z1, z2 ∈ Z0 with z1 ≺ e′j ≺ e′j+2 ≺ z2. Now, take m, k, s, n1 ∈ N and

z1, z2 ∈ Z0 such that z1 ≺
∑m2k3s

i=1 e′n1+i ≺ z2. Then,∥∥∥∥∥∥z1 +
m2k3s∑
i=1

e′n1+i + z2

∥∥∥∥∥∥ =

∥∥∥∥∥∥z1 +
2∑

i=1

e′n1+i +
m2k3s∑
i=3

e′n1+i + z2

∥∥∥∥∥∥ ,
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by Equation (3.22) with z̃1 = z1 and z̃2 =
∑m2k3s

i=3 e′i + z2, we have∥∥∥∥∥∥z1 +
m2k3s∑
i=1

e′n1+i + z2

∥∥∥∥∥∥
Z

=

∥∥∥∥∥∥z1 + λe′n1+1 +
4∑

i=3

e′n1+i +
m2k3s∑
i=5

e′n1+i + z2

∥∥∥∥∥∥
Z

.

Using Equation (3.23) with z̃1 = z1 + λe′1 and z̃2 =
∑m2k3s

i=5 e′n1+i + z2, we
have∥∥∥∥∥∥z1 +

m2k3s∑
i=1

e′n1+i + z2

∥∥∥∥∥∥
Z

=

∥∥∥∥∥∥z1 + λ
2∑

i=1

e′n1+i +
6∑

i=5

e′n1+i +
m2k3s∑
i=7

e′n1+i + z2

∥∥∥∥∥∥
Z

.

Iterating∥∥∥∥∥∥z1 +
m2k3s∑
i=1

e′i + z2

∥∥∥∥∥∥
Z

=

∥∥∥∥∥∥z1 + λ

2j∑
i=1

e′n1+i +

2(j+1)∑
i=2j+1

e′n1+i +
m2k3s∑

i=2(j+1)+1

e′n1+i + z2

∥∥∥∥∥∥
Z

for every 1 ≤ j ≤ m2k−23s, we find∥∥∥∥∥∥z1 +
m2k3s∑
i=1

e′n1+i + z2

∥∥∥∥∥∥
Z

=

∥∥∥∥∥∥z1 + λ
m2k−13s∑

i=1

e′n1+i + z2

∥∥∥∥∥∥
Z

.

Since we have shown this with arbitrary m, k, s ∈ N and z ∈ Z0, it is clear
that we can use the above equation k times to get∥∥∥∥∥∥z1 +

m2k3s∑
i=1

e′n1+i + z2

∥∥∥∥∥∥
Z

=

∥∥∥∥∥z1 + λk

m3s∑
i=1

e′n1+i + z2

∥∥∥∥∥
Z

. (3.24)

Repeating all this for µ, with

(3.24) =

∥∥∥∥∥∥z1 + λk

µt

3j∑
i=1

e′n1+i +

3(j+1)∑
i=3j+1

e′n1+i +
m3s−t∑

i=3(j+1)+1

e′n1+i

+ z2

∥∥∥∥∥∥
Z

for all 1 ≤ t ≤ s and 1 ≤ j ≤ m3s−t−1 and, we get∥∥∥∥∥∥z1 +
m2k3s∑
i=1

e′n1+i + z2

∥∥∥∥∥∥
Z

=

∥∥∥∥∥z +
m∑
i=1

λkµse′n1+i + z2

∥∥∥∥∥
Z

.
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So far we have sought to improve the properties of sequences we find
to be block finitely representable in (xn)n∈N, for (xn)n∈N an arbitrary loosely
spreading sequence in a real Banach space X. With the previous proposition,
we have all we need, we must only verify that indeed the above sequence is
related to the basis of c0 or some ℓp (1 ≤ p < ∞) as we originally hoped
for. In fact, we will see that (e′n)n∈N is isometrically equivalent5 to (en)n∈N
in either c0 or some ℓp. To verify this, we make use of the following fact:

Lemma 3.3.2. If f : R+ → R+ is a function that is monotonously increasing
and multiplicative (i.e. f(xy) = f(x)f(y) for all x, y in R+) where f(1) > 0,
there is some α ≥ 0 such that f(x) = xα.

Proof. We define g : R → R as g(x) := ln(f(ex)). Then,

g(x + y) = ln(f(ex+y)) = ln(f(exey)) = ln(f(ex)) + ln(f(ey)) = g(x) + g(y)

for any x, y ∈ R, and so g(0) = 0 (since g(x) = g(0) + g(x) for all x ∈ R).
From there, take any rational n

m
, then

ng(1) = g(n) = g
(
m

n

m

)
= mg

( n

m

)
meaning that g( n

m
) = g(1) n

m
. Now, let α = g(1) we check that g(x) = αx for

all x ∈ R+. By the fact that f is monotonously increasing, so is g and so,
choosing y ∈ Q with y ≤ x

g(x) = g(y) + g(x− y) = αy + g(x− y) ≥ αy

since x − y ≥ 0 means that g(x − y) ≥ g(0) = 0. Analogously, if we choose
z ∈ Q with x ≤ z we check that

αz = g(z) = g(x) + g(z − x) ≥ g(z).

By the fact that we may choose y, z as above arbitrarily close to x, we have
that g(x) = αx. Then, ln(f(ex)) = αx for all x ∈ R+ and f(ex) = eαx, so
f(x) = eα lnx = xα for all x ∈ R+.

5We say that two basic sequences (xn)n∈N and (yn)n∈N in Banach spaces X and Y are
isometrically equivalent if ∥

∑n
i=1 aixi∥X = ∥

∑n
i=1 aiyi∥Y for any n ∈ N and scalars

a1, ..., an.



72 CHAPTER 3. RAMSEY METHODS IN BANACH SPACE THEORY

As we shall see, the value of λ (or, equivalently, of µ) will determine
whether (e′n)n∈N is isometrically equivalent to the basis of c0 or ℓp (1 ≤ p < ∞).
If λ = 1 or µ = 1 we have c0. If λ > 1 and µ > 1, we have

λ = 21/p and µ = 31/p.

This will constrain the behavior of the function h(d) = ∥
∑d

i=1 e
′
i∥Z , which

in turn will imply the respective isometric equivalence and will allow us to
conclude the following:

Theorem 3.3.3 (Krivine 1976). Let X be a real Banach space and (xn)n∈N
a loosely spreading sequence on X. Then either the unit vector basis of ℓp
(for some 1 ≤ p < ∞) is block finitely representable in (xn)n∈N or the unit
vector basis of c0 is block finitely representable in (xn)n∈N.

Proof. Let X be a Banach space and (xn)n∈N a loosely spreading sequence
in X. From Proposition 3.3.1 we know there is a real Banach space Z and
a normalized basic sequence (e′n)n∈N in Z that is block finitely representable
in (xn)n∈N. Furthermore, we have the existence of 1 ≤ λ ≤ 2 and 1 ≤ µ ≤ 3
such that∥∥∥∥∥∥z1 +

m2k3s∑
i=1

e′n1+i + z2

∥∥∥∥∥∥
Z

=

∥∥∥∥∥z1 + λkµs

m∑
i=1

e′n1+i + z2

∥∥∥∥∥
Z

, (3.25)

for all m, k, s, n1 ∈ N, z1, z2 ∈ span{e′n : n ∈ N} and z1 ≺
∑m2k3s

i=1 e′n1+i ≺ z2.
In particular, for m = 1 and z1, z2 = 0,∥∥∥∥∥∥

2k3s∑
i=1

e′i

∥∥∥∥∥∥
Z

= λkµs, for all k, s ∈ N. (3.26)

First, consider the possibility that λ = 1 or µ = 1. Then, ∥
∑2k

i=1 e
′
i∥Z = 1

for all k ∈ N or ∥
∑3s

i=1 e
′
i∥Z = 1 for all s ∈ N. In either case, from

Lemma 3.1.17 we see that for any n ∈ N there is some k ∈ N or s ∈ N
such that n ≤ 2k or n ≤ 3s so ∥

∑n
i=1 e

′
i∥Z ≤ 1. From Lemma 3.1.17, we also

have 1 = ∥e′1∥ ≤ ∥
∑n

i=1 e
′
i∥, so ∥∥∥∥∥

n∑
i=1

e′i

∥∥∥∥∥
Z

= 1
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for all n ∈ N. Now, take some m ∈ N and a1, ..., am scalars (not all being
zero). By Lemma 3.1.17, we have

|ai|∥aie′i∥Z ≤

∥∥∥∥∥
m∑
i=1

aie
′
i

∥∥∥∥∥
Z

for any 1 ≤ i ≤ m. Then,

sup
1≤i≤m

|ai| ≤

∥∥∥∥∥
m∑
i=1

aie
′
i

∥∥∥∥∥
Z

.

By the 1-unconditionality of (e′n)n∈N and Lemma 3.1.16,∥∥∥∥∥
m∑
i=1

aie
′
i

∥∥∥∥∥
Z

=

∥∥∥∥∥
m∑
i=1

|ai|e′i

∥∥∥∥∥
Z

=

∥∥∥∥∥ sup
1≤i≤m

|ai|
m∑
j=1

|aj|
sup1≤t≤m |at|

e′j

∥∥∥∥∥
Z

≤ sup
1≤i≤m

|ai|

∥∥∥∥∥
m∑
i=1

aie
′
i

∥∥∥∥∥
Z

= sup
1≤i≤m

|ai|.

Considering (en)n∈N to be the unit vector basis of c0, by the two previous
calculations we have ∥∥∥∥∥

m∑
i=1

aie
′
i

∥∥∥∥∥
Z

=

∥∥∥∥∥
m∑
i=1

aiei

∥∥∥∥∥
∞

.

Since this works for any linear combination of (en)n∈N, we have that the unit
vector basis (en)n∈N of c0 is isometrically equivalent to, and thus block finitely
representable in, (e′n)n∈N and we are done. This is, however, only the case
when λ or µ are 1.

If λ, µ > 1, we define a function f : {2k/3s : k, s ∈ N} → R+ by
f(2k/3s) := λk/µs, for all k, s ∈ N. It is clear then that f is multiplicat-
ive. And from the fact that (e′n)n∈N is 1-unconditional we get

λkµr =

∥∥∥∥∥∥
2k3r∑
i=1

e′i

∥∥∥∥∥∥
Z

≤

∥∥∥∥∥∥
2l3s∑
i=1

e′i

∥∥∥∥∥∥
Z

= λlµs

whenever 2k3r ≤ 2l3s, i.e. f is monotonously increasing.
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To prove that {2k/3s : k, s ∈ N} is dense in R+, it is enough to show that
its image through a homeomorphism, say ln(x), is dense. To verify that the
image

{ln(2k/3s) : k, s ∈ N} = {ln 2(k − s log3
2) : k, s ∈ N},

which we may see as an additive group, is dense in R, it suffices to notice that
it isn’t a cyclic group, which follows from the fact that log3 2 is irrational.

By defining f(a) := sup{f(2k/3s) : k, s ∈ N, 2k/3s ≤ a} for any a ∈ R+,
we then have an extension of f into the non-negative real numbers R+ (which
we still denote by f), that is easily seen to still be monotonously increasing
and multiplicative. From Lemma 3.3.2 we have f(x) = xα for some α ∈ R+.
Since f is not constant, we know that α > 0 and there is some p ≥ 1 for
which f(x) = x1/p. From this we have λ = f(2) = 21/p and µ = f(3) = 31/p.
In what follows, let (en)n∈N be the standard basis of ℓp.

If we define h(d) =
∥∥∥∑d

i=1 e
′
i

∥∥∥
Z

for all d ∈ N, we easily see that h is mono-

tonously increasing (from the 1-unconditionality of (e′n)n∈N) and subadditive.
By Equation (3.25) we have

h(2k3s) =
∥∥λkµse′i

∥∥
Z

= (2k3s)1/p

for all k, s ∈ N. We’ll now check that h(d) = d1/p holds for all d ∈ N: First,

fix d ∈ N. From the fact that {2k

3s
: k, s ∈ N} is dense in R+, for any n ∈ N,

we choose kn, sn, tn ∈ N such that sn ≥ n and

2kn

3sn
≤ d ≤ 2kn

3sn
+

1

3n

by multiplying everything by 3s we get

2k ≤ 3snd ≤ 2kn + 3sn−n

and from the fact that h is increasing and subadditive we have

h
(
2kn
)
≤ h(3snd) ≤ h

(
2kn
)

+ h
(
3sn−n

)
=⇒ (2kn)1/p ≤ h(d)(3sn)1/p ≤ (2kn)1/p + (3sn−n)1/p

=⇒
(

2kn

3sn

)1/p

≤ h(d) ≤
(

2kn

3sn

)1/p

+

(
1

3n

)1/p

.
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Since limn→∞(1/3n)1/p = 0, we have limn→∞(2kn/3sn)1/p = h(d), but from
the continuity of x 7→ x1/p and 2kn/3sn n→∞−−−→ d we find that

h(d) = lim
n→∞

(
2kn

3sn

) 1
p

= d
1
p .

Fix any choice of n, k1, ..., kn, s1, ..., sn ∈ N and let c : {1, ..., n} → N be given
by c(t) :=

∑t
i=1 2ki3si . From the 1-unconditionality of (e′n)n∈N and the fact

that λ = 21/p and µ = 31/p we get∥∥∥∥∥
n∑

i=1

(2ki3si)
1
p e′i

∥∥∥∥∥
Z

=

∥∥∥∥∥
n∑

i=1

λkiµsie′i

∥∥∥∥∥
Z

=

∥∥∥∥∥λk1µs1e′1 +
n∑

i=2

λkiµsie′i

∥∥∥∥∥
Z

=

∥∥∥∥∥λk1µs1e′1 +
n∑

i=2

λkiµsie′c(1)+i

∥∥∥∥∥
Z

Using that (e′n)n∈N is 1-spreading and Equation (3.25), we get∥∥∥∥∥
n∑

i=1

(2ki3si)
1
p e′i

∥∥∥∥∥
Z

=

∥∥∥∥∥∥
2k13s1∑
i=1

e′i +
n∑

i=2

λkiµsie′c(1)+i

∥∥∥∥∥∥
Z

=

∥∥∥∥∥∥
c(1)∑
i=1

e′i + λk2µs2e′c(1)+2 +
n∑

i=3

λkiµsie′c(2)+i

∥∥∥∥∥∥
Z

=

∥∥∥∥∥∥
c(1)∑
i=1

e′i +

c(2)+1∑
i=c(1)+2

e′i +
n∑

i=3

λkiµsie′c(2)+i

∥∥∥∥∥∥
Z

=

∥∥∥∥∥∥
c(2)∑
i=1

e′i +
n∑

i=3

λkiµsie′c(2)+i

∥∥∥∥∥∥
Z

.

By repeating this with∥∥∥∥∥
n∑

i=1

(2ki3si)
1
p e′i

∥∥∥∥∥
Z

=

∥∥∥∥∥∥
c(t−1)∑
i=1

e′i + 2kt3ste′c(t−1)+t +
n∑

i=t+1

λkiµsie′c(t)+i

∥∥∥∥∥∥
Z

,

for every t ∈ {2, ..., n}, we get∥∥∥∥∥
n∑

i=1

(2ki3si)
1
p e′i

∥∥∥∥∥
Z

=

∥∥∥∥∥∥
c(n)∑
i=1

e′i

∥∥∥∥∥∥
Z

=

(
n∑

i=1

2ki3si

) 1
p

=

∥∥∥∥∥
n∑

i=1

(2ki3si)
1
p ei

∥∥∥∥∥
p

.
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It is clear that if we have this for any scalar coefficients, we would have that
(e′n)n∈N and (en)n∈N are isometrically equivalent. From what we have seen
in our treatment of Proposition 3.1.6, it would be enough to show that this
holds for some set of scalar n-tuples dense in the unit sphere of ℓnp .

For this final step, we use yet again the density of {2k/3s : k, s ∈ N} in
R+. Fix n ∈ N and let (a1, ..., an) be an arbitrary n-tuple on ℓnp . Without
loss of generality (since we have 1-unconditionality), we may assume these
are non-negative scalars. Take ε > 0 and choose k1, ..., kn and s1, ..., sn such
that |2ki/3si − ai| < ((ε)p/n)1/p for 1 ≤ i ≤ n. Then,

∥(a1, ..., an) − ((2k1/3s1), ..., (2kn/3sn))∥p ≤ ε

and the set of n-tuples of this form is dense in ℓnp . From this and the fact

that x 7→ x1/p is continuous, we get that the set of n-tuples of the form
((2k1/3s1)1/p, ..., (2kn/3sn)1/p) is dense in ℓnp . It is not hard to see that the set
of the normalized sequences

1

(
∑n

i=1 2ki/3si)1/p

(
ϵ1
(
2k1/3s1

)1/p
, ..., ϵn

(
2kn/3sn

)1/p)
,

for ϵ1, ..., ϵn ∈ {−1, 1} and k1, ..., kn, s1, ..., sn ∈ N, is dense in the sphere of
ℓnp . Lastly, since we can scale all coordinates by an arbitrarily large power
of 3 while dividing the n-tuple as a whole by said power without changing
the vector they represent, we have thus found what we wished for: the set of
n-tuples

1

(
∑n

i=1 2ki3si)1/p
(ϵ1(2

k13s1)1/p, ..., ϵn(2kn3sn)1/p)

for ϵ1, ..., ϵn ∈ {−1, 1} and k1, ..., kn, s1, ..., sn ∈ N, is dense in the unit sphere
of ℓnp . So, ∥∥∥∥∥

n∑
i=1

aie
′
i

∥∥∥∥∥
Z

=

∥∥∥∥∥
n∑

i=1

aiei

∥∥∥∥∥
p

holds for all real scalars a1, ..., an. As the choice of n ∈ N was arbitrary,
we have that (en)n∈N is block finitely representable in (e′n)n∈N, and so in
(xn)n∈N.
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